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Comparison of the ocean inherent optical properties
obtained from measurements and inverse modeling

Hubert Loisel, Dariusz Stramski, B. Greg Mitchell, Frank Fell, Vincent Fournier-Sicre,
Bertand Lemasle, and Marcel Babin

A model developed recently by Loisel and Stramski @Appl. Opt. 39, 3001–3011 ~2000!# for estimating the
spectral absorption a~l!, scattering b~l!, and backscattering bb~l! coefficients in the upper ocean from the
irradiance reflectance just beneath the sea surface R~l, z 5 02! and the diffuse attenuation of down-
welling irradiance within the surface layer ^Kd~l!&1 is compared with measurements. Field data for this
comparison were collected in different areas including off-shore and near-shore waters off southern
California and around Europe. The a~l! and bb~l! values predicted by the model in the blue-green
spectral region show generally good agreement with measurements that covered a broad range of
conditions from clear oligotrophic waters to turbid coastal waters affected by river discharge. The
agreement is still good if the model estimates of a~l! and bb~l! are based on R~l, z 5 02! used as the only
input to the model available from measurements @as opposed to both R~l, z 5 02! and ^Kd~l!&1 being
measured#. This particular mode of operation of the model is relevant to ocean-color remote-sensing
applications. In contrast to a~l! and bb~l! the comparison between the modeled and the measured b~l!
shows large discrepancies. These discrepancies are most likely attributable to significant variations in
the scattering phase function of suspended particulate matter, which were not included in the develop-
ment of the model. © 2001 Optical Society of America

OCIS codes: 010.4450, 030.5620, 290.5860, 280.0280.
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1. Introduction

Inherent optical properties ~IOP’s! such as spectral
absorption a~l!, scattering b~l!, and backscattering
bb~l! coefficients are essential for characterizing the
marine optical environment and remote-sensing ap-
plications. In recent years significant effort has
been devoted to the development of models for esti-
mating IOP’s from underwater light-field measure-
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ments and apparent optical properties ~AOPs!.
The AOPs commonly used in these models include
the diffuse attenuation coefficient for downwelling
irradiance Kd~l!, irradiance reflectance R~l!, and
emote-sensing reflectance Rrs~l! ~see Table 1 for

symbols and definitions!. These models are based
on certain assumptions and methods that could limit
their potential application. For example, the models
involve assumptions about the spectral behavior of
IOPs ~see, e.g., Refs. 4, 6, and 7!, require input data
from measurements at different Sun angles ~see, e.g.,
Ref. 2!, or are relatively complex methods for solving
the problem by use of input data that characterize the
vertical profiles of the underwater light-field charac-
teristics9 and iterative radiative-transfer simula-
tions.5,10

To overcome these limitations, we recently devel-
oped a simple inverse model for retrieving a~l!, b~l!,
and bb~l! within the surface ocean layer from two
basic AOPs.1 These AOPs are the irradiance reflec-
tance just beneath the sea surface R~l, z 5 02! and
the average attenuation coefficient for downwelling
irradiance ^Kd~l!&1 between the sea surface and the
first attenuation depth z1 at which the downwelling
irradiance Ed~l! is reduced to 37% of its surface value
~note that z1 is a function of l!. Our model can be
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Table 1. Notation
applied to measurements taken at any solar zenith
angle u0. The model accounts for the effect of Ra-
man scattering, and thus it can be applied to various
wavelengths in the visible spectrum, perhaps with
the exception of wave bands where strong fluores-
cence of biogenic material occurs, for example, near
680 nm in waters with high chlorophyll concentra-
tion. More important, the model is also independent
of the spectral shape of the IOPs. Therefore it pro-
vides a suitable tool for testing consistency between
in situ measurements of IOPs and radiometric quan-
tities of the light field. In addition, the model can be
applied to remote-sensing ocean-color data.

The model was previously tested with numerical
simulations of radiative transfer by use of IOPs that
were assumed to be inputs to these simulations. De-
velopment of commercial instrumentation in recent
years has provided a capability to determine IOPs
routinely from in situ measurements. Spectral ab-
sorption a~l! and beam attenuation c~l! coefficients
are routinely collected with absorption-attenuation
meters such as ac-9 ~WET Labs, Inc.!.7,11–14 From
these data the scattering coefficient b~l! is derived
simply as the difference between c~l! and a~l!. The
backscattering coefficient bb~l! can also be estimated
rom in situ measurements with backscattering sen-
ors such as Hydroscat-6 ~HOBI Labs, see e.g., Ref.
5!.
The objective of this study is to examine closure

Symbol Defin

a Total absorption coefficient
aw Pure water absorption coefficient
ap Particle absorption coefficient
as Soluble organic matter absorption
b Total scattering coefficient
bw Pure water scattering coefficient
bp Particle scattering coefficient
c Beam attenuation coefficient ~5 a
bb Total backscattering coefficient
bbw Pure water backscattering coefficie
bbp Particle backscattering coefficient
h Ratio of molecular scattering to tot
u0 Solar zenith angle in air
uv Viewing zenith angle in air
fv Viewing azimuth angle in air
mw Cosine of solar zenith angle in wat
l Light wavelength in vacuum
z Geometric depth
z1 First attenuation depth
Chl Chlorophyll concentration
Eu Upwelling irradiance on a horizont
Ed Downwelling irradiance on a horizo
Kd Vertical attenuation coefficient for
^Kd&1 Average Kd within the layer betwe
R Irradiance reflectance ~5 EuyEd!
Re Irradiance reflectance in the absen
Rrs Remote-sensing reflectance
Lwn Normalized water-leaving radiance
Lu In-water upwelling radiance
Q Ratio of the upwelling irradiance to
etween data from in situ measurements of IOPs,
that is, a~l!, b~l!, and bb~l!, and the retrieval of these
coefficients from our model based on concurrent mea-
surements of R~l, z 5 02! and ^Kd~l!&1. We begin
with a brief description of field measurements and an
overview of the model. Because the model was orig-
inally developed with radiative-transfer simulations
for a vertically homogeneous water column, we
present a sensitivity analysis for several situations of
depth-dependent IOPs. We then compare the model
retrievals with IOP measurements made in various
oceanic areas, which include both off-shore and
coastal environments. Finally, a similar closure
analysis is performed within the context of ocean-
color remote-sensing application where ^Kd~l!&1 val-
ues were estimated from R~l, z 5 02! rather than
from direct measurement.

2. Field Measurements

The field data were collected off southern California
as part of the California Cooperative Oceanic Fisher-
ies Investigations16 ~CalCOFI! and in waters sur-
ounding Europe as part of the Coastal Surveillance
hrough Observation of Ocean Color ~COASTlOOC!
roject. For our analysis we selected the CalCOFI
ata that were taken at 11 stations during cruises in
uly and September 1998. These stations represent
oth near-shore and off-shore locations with signifi-
ant differences in ocean optical properties. For the
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COASTlOOC project, 29 stations representing a
broad range of optical water types were selected from
various regions. Specifically, the data were col-
lected in the coastal zone of the North Sea affected by
the Rhine River discharge, in the open ocean west off
Europe and North Africa, and in off-shore as well as
near-shore waters in the proximity of the Rhône
River in the Lions Gulf, Mediterranean. These data
were collected during cruises in April and
September–October 1997.

From the CalCOFI cruises, measurements included
spectral downwelling and upwelling irradiances,
Ed~z, l! and Eu~z, l!, the spectral backscattering co-
fficient bb~z, l!, and the spectral absorption coeffi-
ient a~z, l!. This data set allows us to examine the
losure for a~z, l! and bb~z, l!. The methods and

data-processing procedures for the AOPs were de-
scribed by Mitchell and Kahru.16 In brief, the un-
derwater vertical profiles of Ed~z, l! and Eu~z, l! were
measured with a MER-2048 spectroradiometer ~Bio-
spherical Instruments! at different wavelength
bands between 340 and 665 nm. These irradiance
data were used to calculate the reflectance R~l, z 5
02! and the irradiance attenuation coefficient
^Kd~l!&1, which are needed as input to our model. In
our analysis we use the data at six wave bands cen-
tered at 412, 443, 490, 510, 555, and 665 nm for which
measurements of both Ed~z, l! and Eu~z, l! were
available. The backscattering coefficient bb~z, l!
was determined from measurements with a
Hydroscat-6 sensor ~HOBI Labs! at six wavelengths,
442, 488, 532, 589, 620, and 671 nm. A power func-
tion of l was fitted to each set of spectral values of
bb~z, l!. The estimates of bb~z, l! provided by these
fits at wavelengths matching the five wave bands of
MER-2048 will be used in the analysis of closure
between the measured and the modeled backscatter-
ing coefficient.

The absorption spectra a~z, l! were determined as
a sum of contributions by pure seawater,17 particles,
and soluble materials. The absorption by particles
and soluble materials was measured during the Cal-
COFI cruises on water samples taken from discrete
depths with the ship’s conductivity–temperature–
depth rosette by use of onboard double-beam spectro-
photometer. This measurement provided data from
300 to 750 nm at 2-nm intervals. The particulate
absorption spectra ap~z, l! were determined with a
filter-pad technique.18 The absorption by soluble
matter as~z, l! was measured in a 10-cm quartz cu-
vette on samples filtered through prerinsed 0.2-mm

uclepore filters with Milli-Q water as reference.19

Water samples were usually taken shortly before or
after the optical casts, but occasionally these events
were separated by more than 1 h. The analysis of
closure for the absorption coefficient will include the
six MER-2048 wave bands.

The COASTlOOC data include measurements of
Ed~z, l!, Eu~z, l!, a~z, l!, and c~z, l!, which also

rovided the scattering coefficient b~z, l!. Thus this
data set allows us to examine the closure between the
measured and the modeled IOPs for a~z, l! and b~z,
386 APPLIED OPTICS y Vol. 40, No. 15 y 20 May 2001
l!. The COASTlOOC measurements were made
with an in situ optical system that included a Sea-
viewing Wide Field-of-view Sensor ~Sea WiFS! pro-
filing multichannel radiometer ~SPMR! ~Satlantic!
and an ac-9 instrument ~WET Labs, Inc.!. The
SPMR instrument measured Ed~z, l! and Eu~z, l! at
15 spectral bands between 411 and 865 nm, and an
ac-9 meter provided a~z, l! and c~z, l! at nine wave-
lengths between 412 and 715 nm. The closure anal-
ysis for a and b for the COASTlOOC data will include
five wavelengths, for which there is a good match
between the ac-9 and SPMR bands, that is, 412, 440,
488, 510, and 555 nm.

3. Overview of the Model

Our model is based on two distinct sets of numerical
simulations of radiative transfer in the ocean, which
are described in detail by Loisel and Stramski.1 Al-
though the first set of simulations was made with no
Raman scattering by water, the second set includes
this inelastic scattering process. The results from
simulations in the absence of Raman scattering were
used to establish basic equations of the model, which
relate the IOPs to irradiance reflectance Re~z 5 02!
and the attenuation coefficient ^Kd&1. The super-
script e indicates that the variable was obtained un-
der the assumption that only elastic scattering
occurs, that is, there is no Raman scattering by water.
~Note that fluorescence processes were ignored in the
model development.! This subscript is omitted for
^Kd&1 because the effect of Raman scattering on this
quantity is small ~see, e.g., Ref. 1!. The basic equa-
tions are

a 5
mw^Kd&1

F1 1 ~2.54 2 6.54mw 1 19.89mw
2!

Re~02!

1 2 Re~02!G
0.5 ,

(1)

where mw is the cosine of the refracted solar beam
angle just beneath the surface,

b 5

a
Re~02!

1 2 Re~02!
2 bw~0.165 2 0.0358mw!

0.0215 2 0.0149mw
, (2)

where bw is the scattering coefficient that is due to
water molecules, and

bb 5 ^Kd&110a@Re~02!#d. (3)

The a and d functions are described as

a 5 ~20.83 1 5.34h 2 12.26h2!

1 mw~1.013 2 4.124h 1 8.088h2!, (4)

d 5 0.871 1 0.40h 2 1.83h2, (5)

where h ~5 bwyb! is the ratio of molecular scattering
to total scattering. Equations ~1!–~5! can be applied
t any wavelength l within the visible spectrum.
The second set of simulations allowed us to assess

he contribution of Raman scattering to the actual
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reflectance R~z 5 0 !. This reflectance represents
the actual situations in the ocean when both elastic
scattering and Raman scattering are present. We
developed an iterative scheme for calculating Re~z 5

2! from R~z 5 02!, because it is the hypothetical
reflectance in the absence of Raman scattering Re~z 5
02! rather than the actual or measured reflectance
R~z 5 02! that is used as input in the final Eqs.
1!–~3! of our model.

Our previous tests based on numerical simulations
ver a broad range of IOPs and a Sun zenith angle of
60° showed the maximal errors in the retrieval of a,
, and bb to be 6.5%, 23%, and 20%, respectively.1

The best estimation for a and bb was obtained in the
blue and the green parts of the spectrum, where the
errors ranged from a few percent to less than 10%.

4. Sensitivity to the Vertical Structure of Inherent
Optical Properties

Our model was originally developed for an optically
homogeneous water column. To test the sensitivity
of the model to the vertical structure of the IOPs, we
made numerical simulations with the Hydrolight 4.0
radiative-transfer code20 in a similar way as de-
scribed by Loisel and Stramski.1 One major differ-
ence is that the IOPs in the present simulations vary
with depth. We used the concentration of chloro-
phyll a ~Chl! as a basis for generating the vertical
structure of IOPs. Specifically, we used the depth
profiles of Chl, which have the form of the Gaussian
distribution.21

Chl~ z! 5 Chl0 1
h

s~2s!1y2 expF2
~ z 2 zm!2

2s2 G , (6)

where Chl0 is the constant background for a chloro-
phyll a concentration, zm is the depth of the deep
chlorophyll maximum ~DCM!, s is the thickness of
he DCM layer, and h is the parameter that describes
he total biomass above Chl0.

By varying the parameters Chl0, zm, s, and h, we
have generated five profiles @Figs. 1~a! and 1~b!#.

hese profiles can be representative of various tro-
hic states of the ocean, from highly productive wa-
ers, such as in the eutrophic coastal environments
Fig. 1~a!# to low biomass oligotrophic ocean waters
ith the DCM at 80 m @Fig. 1~b!#. One profile in Fig.
~a! that depicts the greatest variation in Chl with
epth was created arbitrarily to model dramatic
hanges over 2 orders of magnitude in Chl within the
ear-surface layer. The parameters Chl0, zm, s, and
for the remaining Chl profiles are based on actual
easurements of Chl in the coastal waters and open

cean taken by Platt et al.22

With these Chl~z! profiles we calculated the verti-
cal structure of IOPs in two ways. First, we used the
bio-optical model of Morel and Gentili,23 in which
oth the absorption and the scattering coefficients
ovary with Chl. This set of IOP profiles is referred

to as IOPab-Chl. One example of these profiles for
440 nm is shown in Fig. 1~c! for one Chl~z! profile.
Second, the absorption coefficient profiles were cal-
culated from Chl~z! as above, but the scattering co-
efficient was assumed constant throughout the entire
water column. The value of b~440! was calculated
from the relationship between b~550! and Chl24 by

sing the average chlorophyll concentration within
he layer between the sea surface and the first atten-
ation depth at l 5 550 nm in conjunction with the
21 spectral dependence of b. This second set of

profiles will be referred to as IOPa-Chl and is used in
an attempt to account for the observation that the
scattering coefficient is not necessarily correlated
with Chl.25 One example of these profiles at 440 nm
is shown in Fig. 1~d! for the same Chl~z! profile used
n Fig. 1~c!. In these calculations the absorption and
he scattering coefficients of pure seawater were
aken from Pope and Fry17 and Morel,26 respectively.

The performance of our model in the presence of
the vertical structure of IOPs was tested with numer-
ical simulations by use of the Hydrolight code for each
IOP profile from the IOPab-Chl and IOPa-Chl sets.
Surface-boundary conditions were described by a

Fig. 1. ~a! Vertical profiles of chlorophyll a concentration charac-
terized by a large maximum near the ocean surface, and ~b! the
profiles with no maximum at all and with the significant subsur-
face maxima characteristic of open ocean waters. ~c!, ~d! Vertical
profiles of the absorption coefficient ~dashed curves! and the scat-
tering coefficient ~solid curves! for one example profile of chloro-
phyll, that is, profile 3 in ~b!. ~c! Results of calculations in the case
in which both absorption and scattering covary with chlorophyll
concentration; ~d! results of calculations when only absorption co-
varies with chlorophyll ~see text for details about these calcula-
tions!.
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2387
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semiempirical sky model provided with the Hydroli-
ght code for clear sky with a Sun zenith angle of 30°
and sea-surface roughness corresponding to a wind
speed of 5 m s21. The Raman scattering was ne-
glected, which is acceptable for such a sensitivity
analysis. One scattering phase function for parti-
cles represented by the average Petzold function27

was used in these simulations regardless of depth
and wavelength. The reflectance R~l, z 5 02! and
the attenuation coefficient ^Kd~l!&1 resulting from
Hydrolight simulations were then used to estimate
the a~l!, b~l!, and bb~l! coefficients from our model,
Eqs. ~1!–~5!, at three wavelengths, 440, 550, and 660

m. We compare these IOP estimates ~referred to
s the IOPmodel! with the IOPs referred to as IOPtrue.

The IOPtrue values represent the depth-average val-
ues within the first attenuation layer, which were
calculated from both sets of vertical profiles, that is,
IOPab-Chl~z! and IOPa-Chl~z!.

Figure 2 shows results of this comparison in terms
of the relative error:

err~%! 5
IOPmodel 2 IOPtrue

IOPtrue
3 100. (7)

For typical open-ocean situations that correspond to
profiles from Fig. 1~b!, the vertical structure of the
IOPs has a slight effect on the retrieval of a~l!, b~l!,
and bb~l! averaged over the first attenuation depth
@Figs. 2~c!–2~e! and 2~h!–2~j!#. In these cases the rel-
tive errors do not exceed 15% and are similar to
hose reported previously by Loisel and Stramski1 for

a uniform water column. The model performs best
for the retrieval of a~l! with the error less than 6%.
In addition, the errors are similar regardless of
whether we consider the IOPab-Chl or IOPa-Chl profiles.

For waters that are strongly stratified near the
surface @see Fig. 1~a!# the accuracy of the model re-
rievals is reduced @Figs. 2~a!, 2~b!, 2~f !, and 2~g!#.
evertheless the error for the estimation of a~l! re-
ains relatively low ~,15%!. This analysis also in-

icates that the retrieval of b~l! and bb~l! is generally
more sensitive to the vertical structure of IOPs than
the retrieval of absorption. The errors in the b~l!
and bb~l! estimates are as high as 40% in the blue
spectral region for IOPa-Chl profiles @Figs. 2~f ! and
2~g!#.

5. Closure between the Measured and the Modeled
Inherent Optical Properties

A. Field Data

The spectral values of R~l, z 5 02! and ^Kd~l!&1,
which are used as inputs to our model, show signifi-
cant differences between off-shore and near-shore
CalCOFI stations ~Fig. 3!. The off-shore stations in
he open ocean are characterized by the highest val-
es of R~l, z 5 02! and the lowest ^Kd~l!&1 in the blue
egion of the spectrum ~open circles in Fig. 3!. Also,
~l, z 5 02! decreases greatly with wavelength

across the entire spectrum, which is a typical feature
of waters with low concentrations of suspended and
388 APPLIED OPTICS y Vol. 40, No. 15 y 20 May 2001
dissolved materials. The surface chlorophyll a con-
entrations at these open-ocean stations varied be-
ween 0.1 and 0.25 mg m23. At the near-shore

CalCOFI stations with Chl ranging from 0.4 to 2 mg
m23, R~l, z 5 02! shows relatively low values and
little spectral variation in the blue @solid circles in

ig. 3~a!#. In this case the decrease in R~l, z 5 02!
becomes significant only as the wavelength increases
from the green to the red spectral region. This pat-
tern indicates that the near-shore stations have
greater amounts of suspended and dissolved matter
in seawater, which result in stronger absorption, par-
ticularly at blue wave bands @Fig. 4~a!#, as well as
stronger backscattering at all wavelengths @Fig. 4~b!#.
This observation is also consistent with higher values
of ^Kd~l!&1 in the blue, which increase with decreasing
wavelength for the near-shore stations @Fig. 3~b!#.

igure 3 also shows data that represent intermediate
ases ~see triangles in Fig. 3! between the near-shore
nd the open-ocean stations.
The R~l, z 5 02! and ^Kd~l!&1 spectra for near-shore

COASTlOOC stations show even greater deviation
from the clear-water patterns than the near-shore

Fig. 2. Comparison of errors ~in percent! in the values of absorp-
tion, scattering, and backscattering coefficients estimated from
our model when the vertical profiles of IOPs are defined by the
IOPab-Chl ~left! or the IOPa-Chl ~right! models as described in the
text. The errors are plotted for the three selected wavelengths,
440, 555, and 660 nm, for each chlorophyll profile from Fig. 1, as
indicated: circles, errors for the absorption coefficient; squares,
those for the scattering coefficient; triangles, those for the back-
scattering coefficient.
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CalCOFI stations. In areas strongly affected by dis-
charge from the Rhone and Rhine Rivers, R~l, z 5 02!
shows a well-pronounced maximum in the green
spectral band @see solid circles, Fig. 5~a!#. This max-
mum can be attributed to enhanced backscattering
hat is due to the high concentration of suspended
articles and strong absorption in the blue by sus-
ended and dissolved materials. In these turbid wa-
ers, R~l, z 5 02! can reach values of greater than

0.04 in the green wave band, which is significantly
greater than the corresponding values observed at
other COASTlOOC and CalCOFI stations. Al-
though a decrease in R~l, z 5 02! toward the red
portion of the spectrum is caused primarily by the
increased absorption of pure seawater, a sharp de-
crease toward shorter wavelengths indicates that the
Rhone and Rhine Rivers discharge large amounts of
suspended and dissolved materials that absorb
strongly in the blue. This absorption effect is also
reflected in high values of ^Kd~l!&1 at short wave-
lengths @see solid circles, Fig. 5~b!#.

The COASTlOOC data acquired in the Atlantic are
characterized by a gradual decrease of R~l, z 5 02!
with increasing wavelength @open circles, Fig. 5~a!#,

hich is generally representative of case 1 waters
ith low to moderate concentrations of phytoplank-

on and covarying materials. Because the surface

Fig. 3. ~a! Spectral reflectance just beneath the sea surface and
~b! the vertical attenuation coefficient for downwelling irradiance
averaged within the first attenuation layer obtained from mea-
surements at CalCOFI stations: Open and solid circles, data col-
lected at off-shore and near-shore stations, respectively; triangles,
spectral curves intermediate between the off-shore and the near-
shore spectra.
oncentration of chlorophyll a at these stations varied
ver a relatively wide range from 0.14 to 1.3 mg m23,

R~l, z 5 02! shows a correspondingly large variation
in the blue spectral region. Similarly, ^Kd~l!&1 var-
ies considerably at short wavelengths @see open cir-
cles, Fig. 5~b!#. The two remaining examples
depicted in Fig. 5 ~see triangles! represent the Med-
terranean stations with little or no influence from
hone River discharge. Therefore these stations re-
emble, to a certain extent, the open-ocean stations in
he Atlantic with low Chl. One remarkable differ-
nce is that R~l, z 5 02! in the green spectral region
as higher values at the Mediterranean stations than

n the Atlantic. This result suggests that the rela-
ive roles played by backscattering and absorption in
ontrolling the reflectance are different in these two
egions. The role of backscattering appears to be
reater at the Mediterranean stations.
Two dimensionless quantities that involve IOPs,

hat is, bya and h ~5bwyb! ranging from 0 to 10 and
from 0 to 0.2, respectively, were used in the develop-
ment of our model.1 These ranges are representa-

Fig. 4. Examples of the ~a! measured spectral absorption coeffi-
cient and ~b! the backscattering coefficient averaged within the
first attenuation layer for off-shore and near-shore CalCOFI sta-
tions ~see text for details about the measurements!. These spec-
tra correspond to the total absorption and backscattering
coefficients after the contribution of pure seawater is subtracted.
The pure seawater absorption and backscattering spectra are also
shown for comparison ~dashed curves!. ~b! The solid curves cor-
respond to a power function fitted to measurements of backscat-
tering at six wavebands, indicated by open and solid circles. The
measurements of absorption were made with a high spectral res-
olution at 2-nm intervals.
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2389
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tive of optical variability in most oceanic waters
within the visible part of the spectrum and are con-
sistent with ac-9 measurements at the COASTlOOC
stations ~Fig. 6!. The data from ac-9 measurements
are plotted for five spectral bands that match the
wave bands available with the SPMR measurements
of R~l, z 5 02! and ^Kd~l!&1. The bya ratio is gen-
erally less than 10, with the exception of one station
in the immediate vicinity of the Rhine River mouth
and several data points in the green collected at other
stations in turbid waters @Fig. 6~a!#. Because bya is
always greater than 1, the scattering process domi-
nates the beam attenuation for the illustrated set of
data. The parameter h is significantly lower than
the maximal value of 0.2 used in the development of
the model, and it shows a decrease with wavelength.
The distinctive set of curves with low values of h,
generally below 0.02, represents coastal waters with
relatively high turbidity.

B. Comparison of the Measured and Modeled Inherent
Optical Properties

For a comparison of the measured and the modeled
IOPs we use the average values of a~l, z!, b~l, z!, and

b~l, z! obtained from measurements within the up-
per ocean down to the first attenuation depth. For
390 APPLIED OPTICS y Vol. 40, No. 15 y 20 May 2001
the COASTlOOC stations these averages were calcu-
lated from vertical profiles of a~l, z! and b~l, z! ob-
tained with ac-9. For the CalCOFI stations the
averaging process was applied to the vertical profiles
of bb~l, z! obtained with Hydroscat-6 and to a few
discrete depths for the absorption coefficient obtained
with an onboard spectrophotometer. Because our
model is not intended for low Sun positions, stations
with u0 greater than 75° were excluded from the anal-
sis. Although the model was developed for clear
kies, some selected stations with overcast conditions
re included in this analysis. At these overcast sta-
ions, u0 was ;50°. Radiative-transfer simulations

show that for such a Sun position, our model can still
be applied regardless of whether clouds are present.

Figure 7 shows that there is reasonably good clo-
sure between the modeled and the measured values
of the absorption coefficient. If all CalCOFI and
COASTlOOC absorption data including the consid-
ered wavelengths from the blue-green spectral region
are pooled together and compared with the modeled
estimates, the correlation is very high ~r2 5 0.98!
@Fig. 7~a!#. The average value and the standard de-
viation of the relative difference between the mea-
sured and the modeled estimates are 14% and 11%,
respectively. Note that this comparison is made for
the absorption coefficient owing to the combined ef-
fects of particulate and dissolved materials after sub-
tracting the contribution of pure water, a 2 aw.
The subscript w is used to denote the contribution of
ure seawater.! The values of a 2 aw cover a broad

Fig. 6. Spectral values of ~a! the scattering-to-absorption ratio
and ~b! the parameter h calculated from the COASTlOOC data.
Fig. 5. ~a! Spectral reflectance just beneath the sea surface and
~b! the vertical attenuation coefficient for downwelling irradiance
averaged within the first attenuation layer obtained from mea-
surements at selected COASTlOOC stations: open circles, data
collected in the Atlantic; solid circles, coastal waters affected by
discharge from the Rhone and the Rhine Rivers; triangles, Medi-
terranean stations unaffected by the Rhone River discharge.
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range from 0.002 to 0.8 m with most data between
0.01 and 0.2 m21. The slope of this relationship dif-
fers slightly from the value of 1 that would represent
the best match between the measured and the mod-
eled values. One possible reason for the observed
slope is the overestimation of the measured absorp-
tion coefficient that is due to the incomplete correc-
tion for the scattering error.11,28 Other possibilities
nclude errors in the measurements of light-field
haracteristics or a tendency of the model to under-
stimate absorption. In previous tests of the model
ith radiative-transfer simulations, no systematic
ias in the absorption estimates was observed, how-
ver ~see Fig. 7 in Ref. 1!.
The spectra of the modeled and the measured ab-

orption coefficients within the blue-green spectral
egion are compared for several stations in Fig. 7~b!.
n general there is good agreement between the
odel and the measurements. In some cases the

iscrepancies can be significant, especially at stations
n the Lions Gulf @dashed curve in Fig. 7~b!#. At
hese stations the presence of a thin surface layer rich
n suspended particles can adversely affect the re-
rieval of the absorption coefficient from the model as
hown in Fig. 2.
A reasonable closure is also achieved between the
odeled and the measured values of the backscatter-

ng coefficient ~Fig. 8!. The comparison between the
odel and measurements is made for the particulate

ackscattering, bbp 5 bb 2 bbw, where bbw is taken as
half of the scattering coefficient of pure seawater
bw.26 Although the slope of the best fit to the data in
Fig. 8 is less than 1, the relative differences between
the modeled and the measured backscattering coeffi-
cients do not exceed 20% within the examined range
of bbp values. The average value and the standard
deviation of the relative difference are 9.5% and 6%,
respectively.

In contrast to the absorption and the backscatter-
ing coefficients, the differences between the modeled
and the measured values of the scattering coefficient
are typically large ~Fig. 9!. Even if the open-ocean
tations in the Atlantic are considered as a separate
ubset of data, the closure for the particulate-
cattering coefficient, bp 5 b 2 bw, is far from

achieved @Fig. 9~b!#. The model estimates of bp are
enerally much lower than the values obtained from
easurements. Note that this discrepancy has no

ignificant effect on the retrieval of bb in this study,
although b is involved in the estimation of bb from Eq.
3!. The effect of b on the retrieval of bb can, how-

ever, be significant for large Sun zenith angles and
high backscattering values ~see Fig. 4 in Ref. 1!. The
bserved bias between the modeled and the mea-
ured bp is most likely associated with the effects of

the scattering phase function of particles on the per-
formance of the model. Our previous study showed
that, although the retrievals of the absorption and
backscattering coefficients from the model depend
weakly on the particle phase function, estimates of
the scattering coefficient are highly sensitive to vari-
ations in this function.1 Therefore, assuming that
the measurement errors are small, the results in Fig.
9 indicate that the actual particle phase functions at

Fig. 8. Comparison of the modeled and the measured particle
backscattering coefficient. All data for the blue-green wave bands
and CalCOFI stations considered in this study are included: solid
line, linear regression fit to the data points; dashed line, perfect
match between the model and measurements.
Fig. 7. ~a! Comparison of the modeled and the measured absorp-
tion coefficients with the contribution of pure seawater subtracted.
All data for the blue-green spectral wave bands from the CalCOFI
and the COASTlOOC stations considered in this study are in-
cluded: solid line, linear regression fit to the data points; dashed
line, an ideal match between the measured and the modeled val-
ues. ~b! Comparison of the modeled absorption spectra ~solid
lines! and the measured spectral absorption coefficients ~circles,
triangles! for selected stations. Dashed line, triangles, specific
station in the Lions Gulf ~see text for more details!.
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2391
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the COASTlOOC stations could differ significantly
from the Petzold phase function used in the develop-
ment of our model. The model-derived underesti-
mates of bp in Fig. 9 are similar to those observed
earlier when the model was tested with a theoretical
particle phase function representing a generic assem-
blage of marine organic particles ~detritus! with a low
refractive index ~see Fig. 7 in Ref. 1!. The backscat-
ering ratio of the detritus phase function was 0.0054
ompared with 0.019 for the Petzold function. Thus
he data in Fig. 9 could suggest that the assemblages
f suspended particles in the investigated waters ex-
ibited a significantly lower probability of backscat-
ering than that corresponding to the Petzold phase
unction. The ability to make such a hypothesis
ased on large discrepancies between the modeled
nd the measured bp is itself a useful result of this

closure analysis, especially because measurements of
the scattering function are rare.

C. Estimation of a~l! and bb~l! from R~l, z 5 02!

At a given solar zenith angle u0 our model normally
requires ^Kd~l!&1 and R~l, z 5 02! as input to the
alculation of the IOP coefficients at wavelength l. It
s of particular interest, however, to examine the

odel when R~l, z 5 02! is used as the only input

Fig. 9. ~a! Comparison of the modeled and measured particle-
scattering coefficient. All data for the blue-green wave bands and
COASTlOOC stations considered in this study are included:
short-dashed line, perfect match between the model and measure-
ments. ~b! As in ~a!, but the data points are only from the Atlan-
tic: long-dashed line, short-dashed line, linear regression fit to
the data points and the perfect agreement, respectively.
392 APPLIED OPTICS y Vol. 40, No. 15 y 20 May 2001
besides u0. In this case ^Kd~l!&1 must be determined
first from R~l, z 5 02!. Knowing both ^Kd~l!&1 and
R~l, z 5 02!, we can then calculate the IOP coeffi-
cients from the equations of the model in a regular
way. This particular application of the model pro-
vides the capability for retrieval of the IOPs from
remotely sensed ocean color. This is because R~l,

5 02! is linked to the water-leaving radiance Lw~uv,
fv, l, z 5 01! in a fairly straightforward manner,27

and Lw~uv, fv, l, z 5 01! can in turn be derived from
radiance measured by a remote sensor after contri-
butions from light scattering in the atmosphere and
sea surface reflection are corrected.29,30 The zenith
and azimuth angles, uv, fv, respectively, define the
viewing direction from the point on the sea surface
being examined by the sensor.

The relationship between R~l, z 5 02! and Lw~uv,
fv, l, z 5 01! can be written as27

LW~uV, fV, l, z 5 01!

5 R
R~l, z 5 02!

Q~uV, fV, l, z 5 02!

3 Ed~l, z 5 01!, (8)

here R involves several quantities that account for
he processes of reflection and refraction of light at
he air–water interface and Q is the ratio of the up-
elling plane irradiance Eu~l, z 5 02! to the up-
elling radiance Lu~uv9, fv9, l, z 5 02! just beneath

the surface at z 5 02. The in-air and in-water ze-
nith angles, uv and uv9, respectively, are related by

nell’s law, and the azimuth angles are the same in
ir and water, fv 5 fv9. For many remote-sensing
xperiments when uv and uv9 are relatively small and
~l, z 5 02! , 0.1, a constant value of 0.54 is often

assumed for the R term.31 The factor of Q generally
ranges from 3 to 6 depending on direction, wave-
length, water IOPs, and sky conditions. This factor
can be estimated in case 1 waters from the procedure
developed by Morel and Gentili.32,33 The satellite
sensor POLDER ~polarization and directionality of
the Earth’s reflectances!, which views one ground

ixel at various angles,34 can also provide the capa-
bility to estimate Q.

To estimate ^Kd~l!&1 from reflectance, we first use
the empirical relationship developed by Mueller and
Trees35:

^Kd~490!&1 5 0.022 1 0.1FLWN~443!

LWN~555!G
21.29966

, (9)

where LWN~l! is the normalized water-leaving radi-
ance, which is approximately the water-leaving radi-
ance that would exit the ocean toward the zenith in
the absence of atmosphere with the Sun at the ze-
nith.30,36 LWN~l! is related to R~l, z 5 02! through

LWN~l! 5
F0Rn

Qn
R~l, z 5 02!, (10)
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where F0 is the mean extraterrestrial solar irradi-
ance and Rn and Qn are the same variables as in Eq.
~8!, but in this case these values are calculated for the
upwelling radiance with the direction of photon
travel pointing toward the zenith and the Sun at the
zenith. Combining Eqs. ~9! and ~10!, we obtain

^Kd~490!&1 5 0.022 1 0.1

FR~443, z 5 02!

R~555, z 5 02!

F0~443!

F0~555!

Rn~443!

Rn~555!

Qn~555!

Qn~443!G21.29966.

(11)

ccording to Neckel and Labs,37 the ratio F0~443!y
0~555! is 1.045. The spectral ratios of Rn and Qn

can also be assumed to be close to 1. For example,
the radiative-transfer simulations for chlorophyll
concentrations ranging from 0.01 to 10 mg m23 and
the Sun zenith angle of 30° show that the ratio
Qn~555!yQn~443! varies to within 3% in the vicinity of
. To a satisfactory approximation, we can thus re-
rite Eq. ~9! by using a ratio of irradiance reflectance

nstead of the normalized water-leaving radiance,

^Kd~490!&1 5 0.022 1 0.1FR~443, z 5 02!

R~555, z 5 02!G
21.29966

,

(12)

and we use Eq. ~12! to calculate ^Kd~490!&1. Note
hat the ^Kd~490!&1 estimate is independent of the

value of the reflectance at 490 nm. Knowing
^Kd~490!&1 and R~490, z 5 02!, we can now apply our
model in a regular way to retrieve a and bb at 490 nm.

The next step is to calculate the spectral values of
Kd~l!&1 from empirical relationships that relate

^Kd~l!&1 at a given wavelength l to ^Kd~490!&1.
These relationships have the general form

^Kd~l!&1 5 A~l!^Kd~490!&1 1 B~l!, (13)

where the coefficients A~l! and B~l! are determined
from observations. We use the values of A~l! and
B~l! established by Austin and Petzold38 in the blue
spectral region at l 5 410 and 440 nm and those of
Kishino et al.39 at 510 and 555 nm. @This combina-
tion provides the best retrieval of ^Kd~l!&1 for the
present set of data.# Note that these wavelengths
can represent a shift of a few nanometers compared
with the nominal wavelengths in our radiometric
measurements with MER-2048 and SPMR. This
shift is negligible because the half-bandwidth in the
spectral measurements is ;10 nm. The spectral
values of ^Kd~l!&1 calculated from our measurements
f reflectance by using Eqs. ~12! and ~13! agree well

with direct determinations of ^Kd~l!&1 from our mea-
surements at CalCOFI and COASTlOOC stations
~Fig. 10!.

Having determined ^Kd~l!&1 from Eqs. ~12! and
~13!, we can now use the model of Eqs. ~1!–~5! to
alculate the absorption and the backscattering coef-
cients and compare these estimates with the values
etermined from measurements ~Fig. 11!. The mod-
led and measured values of the absorption coeffi-
ient, a 2 aw, still show a significant correlation @Fig.
11~a!#. However, compared with the case when both
inputs to the model, R~l, z 5 02! and ^Kd~l!&1, are
obtained from measurements @see Fig. 7~a!#, the
quared correlation is reduced from 0.95 to 0.75.
lso, the slope of the relationship between the mod-
led and the measured values is reduced significantly
elow the value of 1. The intercept of the regression
s greater in Fig. 11~a! than in Fig. 7~a!. Note that
he value of the intercept in Fig. 11~a! is similar to
hat for the ^Kd~l!&1 modeled versus ^Kd~l!&1 measured

relationship in Fig. 10. Nevertheless Fig. 11~a!
emonstrates that the agreement between the mod-
led and the measured absorption coefficient is gen-
rally good when R~l, z 5 02! is used as the only

measured input to the model. In this case, the av-
erage value and the standard deviation of the relative
difference between the measured and the model val-
ues are 26% and 16%, respectively.

In a similar way the results for the backscattering
coefficient bbp are compared in Fig. 11~b!. The slope
f the relationship between the modeled and the mea-
ured values is 0.7, which is less than the slope shown
n Fig. 8 for the case in which both inputs to the

odel, R~l, z 5 02! and ^Kd~l!&1, were taken from
measurements. The squared correlation coefficient
remains almost unchanged ~0.81!, but the intercept
parameter increased by 40%. However, the relative
difference between the modeled and the measured
bbp never exceeds 30%, which is similar to the results
in Fig. 8. The average value for this difference in
Fig. 11~b! is 17% ~10% for the standard deviation!
compared with 9.5% in Fig. 8. We can conclude that
the use of the estimated values of ^Kd~l!&1 from Eqs.
~12! and ~13! instead of measured ^Kd~l!&1 has a rel-
atively small effect on the overall agreement between

Fig. 10. Estimates of the vertical attenuation coefficient of down-
welling irradiance from the three empirical models plotted versus
the values from our in situ measurements at the CalCOFI and the
COASTlOOC stations. The different symbols represent the var-
ious empirical models used for specific wavelengths, as indicated:
dashed line, perfect agreement between the model and observa-
tions; solid line, linear regression fit to the data points. The stan-
dard errors of the slope and intercept of the regression are 0.0447
and 0.0112, respectively.
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2393
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the modeled and the measured values of the back-
scattering coefficient.

D. Comparison of Various Models for Retrieving a~l!

In recent years significant efforts have been devoted
to the development of models for retrieving the ab-
sorption coefficient from remote-sensing reflectance
Rrs, which is defined as the ratio of the water-
leaving radiance to the downwelling irradiance just
above the sea surface.6,7,40–42 Some models, re-
ferred to as empirical models, are simply based on
the regression analysis applied to observations ~see,
.g., Ref. 6!. Other models, often referred to as
emianalytical models, are typically based on the
eneral relationship between the reflectance and the
ackscattering-to-absorption ratio and some empiri-
al parameterizations or relationships ~see, e.g., Refs.
and 42!. Our model belongs to yet another class of
odel in which all equations used in the estimation of

OPs are developed from radiative-transfer simula-

Fig. 11. ~a! Comparison of the modeled and the measured absorp-
tion coefficient for a special case in which the reflectance just
beneath the sea surface is the only measurement used as input to
the model ~see text for more details!: solid, dashed lines, linear
regression fit and the perfect agreement, respectively. The stan-
dard errors of the slope and the intercept parameters of the re-
gression are 0.0431 and 0.0081, respectively. Note that the
number of data points in ~a!, which were obtained during the
CalCOFI and the COASTlOOC experiments, is not the same as in
Fig. 7~a! because the measurements of R~z 5 02! at 443 and 555

m necessary to calculate ^Kd~490!&1 were not available at all
stations. ~b! As in ~a! but for the backscattering coefficient ~recall
that the measurements of backscattering are from CalCOFI sta-
tions only!.
394 APPLIED OPTICS y Vol. 40, No. 15 y 20 May 2001
ions for a broad range of environmental conditions.
ne can expect that the performance of the different

ypes of model will differ because the assumptions
nd sources of uncertainties are not the same. Be-
ow we compare the retrieval of the absorption coef-
cient from the three models, the empirical model of
ee et al.,6 the semianalytical model of Barnard et

al.,7 and our model, with absorption measurements
taken at CalCOFI and COASTlOOC stations.

The algorithm of Lee et al. is based on data from
open ocean and coastal waters and utilizes one or two
spectral ratios of Rrs as part of empirically derived
nonlinear relationships to estimate the total absorp-
tion coefficient at 440 nm. The three-band algo-
rithm involving a combination of two spectral ratios,
Rrs~440!yRrs~555! and Rrs~490!yRrs~555!, was sug-
ested to provide the best retrieval, and therefore it is
sed for the present comparison. The algorithm of
arnard et al. employs two spectral ratios of Rrs at

three wavelengths ~443, 490, and 555 nm! to estimate
the total absorption coefficient at 490 nm from a
semianalytical approach. This approach takes ad-
vantage of the fact that the influences of the angular
distribution of light and the backscattering coeffi-
cient on the resultant triple reflectance ratio are

Fig. 12. Comparison of the modeled and the measured absorption
coefficients at two specific wavelengths: ~a! l 5 440 nm; ~b! l 5
490 nm. For each wavelength, two different models are compared
with measurements, as indicated: dashed line, perfect agreement
between the model and observations. The linear regression fit to
the data points, solid line, for our model and, dotted line, for the
two other models ~Lee et al. at l 5 440 nm, and Barnard et al. at
l 5 490 nm!.
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Table 2. Parameters of the Linear Regression Analysis Between the
greatly reduced. Empirical relationships between
the absorption at 490 nm and other wavelengths43

are involved in the algorithm. These relationships
were developed from data collected in open ocean and
coastal waters. Although these two models were de-
veloped in terms of spectral ratios of Rrs, they can also
be applied if R~l, z 5 02! is used as input instead of

rs. Because Rrs and R are related through Rrs 5 R
yQ, and both R and Q are expected to show weak

wavelength dependence ~see discussion above!, the
spectral ratios of Rrs are expected to be similar to the
corresponding ratios of R. To ensure consistency in
the comparison of models and observations, we use
the appropriate spectral ratios of R as input to the
models of Lee et al.6 and Barnard et al.,7 and the
values of R at a single wavelength are examined as
input to our model.

The models of Lee et al. and Barnard et al. show a
endency to overpredict the absorption coefficient,

2 aw, if compared with the estimates from mea-
surements ~Fig. 12!. For the Lee et al. model this
tendency is clearly seen at higher absorption values
@Fig. 12~a!#. In contrast our model shows no system-
atic departure from measurements, or perhaps only a
slight underprediction, although data points are sig-
nificantly scattered, especially when a 2 aw is high.

ote that we have chosen to illustrate the results for
40 nm in the case of the Lee et al. model @Fig. 12~a!#
nd 490 nm in the case of the Barnard et al. model
Fig. 12~b!#, because these models were developed for
hese particular wavelengths. The parameters of
he linear regression analysis between the modeled
nd the measured absorption coefficients from Fig. 12
re displayed in Table 2. These parameters indicate
hat our model provides generally better agreement
ith measurements than the other two models. The

esult that the models of Lee et al. and Barnard et al.
yield estimates that are often significantly higher
than the measured values is consistent with a com-
parison with a different data set from the Gulf of
California and Northeast Atlantic Shelf presented by
Barnard et al.7

5. Conclusions

We previously developed an inverse model to retrieve
a~l!, b~l!, and bb~l! within the upper ocean from two
asic apparent optical properties, R~l, z 5 02! and

^Kd~l!&1.1 We have tested the performance of this
odel in the present study by using measurements

f a, b, and bb made simultaneously ~or nearly si-

Modeled and the Measured Absorption Coefficientsa

Predicted Versus
Measured Absorption Slope Offset r2

a~440!, Ref. 1 0.852 ~0.103! 0.0205 ~0.0216! 0.75
a~440!, Ref. 6 1.294 ~0.100! 0.0148 ~0.0210! 0.85
a~490!, Ref. 1 0.925 ~0.115! 0.0110 ~0.0138! 0.74
a~490!, Ref. 7 1.273 ~0.164! 0.0443 ~0.0198! 0.72

aThe standard error of each parameter is in parentheses.
multaneously! with the radiometric measurements
of the downwelling and upwelling plane irradi-
ances. The data were collected in both the near-
shore and off-shore marine environments during
CalCOFI cruises off southern California and the
COASTlOOC experiment in waters surrounding
Europe. A broad range of water optical properties
from clear case 1 waters to sediment-dominated and
yellow substance-dominated case 2 waters was in-
cluded in these measurements.

The comparison between the modeled and the mea-
sured absorption and backscattering coefficients
shows generally good agreement for most environ-
mental conditions experienced during the field exper-
iments. An exception when the model performance
was significantly degraded was found when there is a
strong stratification of the optical properties in the
near-surface layer. Nevertheless for most oceanic
situations the model offers a robust tool for estimat-
ing a~l! and bb~l! from measurements of R~l, z 5 02!
and ^Kd~l!&1.

The estimation of b~l! from our model is subject to
much greater uncertainty than the retrieval of a~l!
and bb~l!, which is related to the effect of the particle-
cattering phase function. Compared with the in
itu measurements with the ac-9 instrument, the
odel largely underestimates the particle-scattering

oefficient bp~l! at COASTlOOC stations. Assum-
ing that the measurement errors are small, this re-
sult suggests that the actual particle phase functions
in the examined waters differed significantly from
the Petzold phase function that was used in the de-
velopment of our model. We have shown that the
use of a particle phase function with lower probability
of backscattering than that of the Petzold function
would provide a better agreement between the mod-
eled and the measured bp~l!. This result itself is
interesting because it indicates that a large system-
atic difference between the modeled and the mea-
sured bp~l! can provide information about the general
shape of the scattering function, which is rarely mea-
sured.

One obvious application of our model is when mea-
surements of IOPs are not available. Another im-
portant application is for verifying the consistency
between the IOP and the AOP measurements and the
quality control of these measurements. The evalu-
ation of accuracy and procedures to determine IOPs
and AOPs from measurements remains an important
challenge. For example, the absorption estimates
from the ac-9 measurements are subject to the poten-
tial error associated with the residual scattering cor-
rection.11,28 This correction can be difficult to
achieve accurately, especially in turbid waters where
scattering is strong and its angular properties are
unknown. Uncertainty also continues regarding
path-length amplification factors for ap~l! deter-
mined with the filter-pad method. In a similar way,
the determination of bb~l! from Hydroscat-6 is not
direct, because this instrument measures scattered
intensity within a relatively narrow range of scatter-
ing angles near 140°, which is then used to estimate
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2395
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bb~l!. Thus attempts to understand discrepancies
of closure between measurements and models contin-
ues to be important.

We have also tested the model within the context of
the potential application to remote sensing. In this
case the only measured apparent optical property
used as input to the model is the irradiance reflec-
tance R~l, z 5 02!. The other apparent property
^Kd~l!&1 is derived from reflectance when empirical
elationships are used. Our model equations are
hen applied to estimating a~l! and bb~l!. Such an

analysis showed that the model still provides reason-
able values of a~l! and bb~l!, although the quality of
etrieval appears to be reduced compared with the
riginal model when both input AOPs, R~l, z 5 02!

and ^Kd~l!&1, are taken directly from measurements.
evertheless these results are encouraging because

hey suggest the potential to derive information
bout the distribution of inherent optical properties
n the surface ocean from the satellite imagery of
cean color.
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