Evaluation of the VIIRS ocean color monitoring performance in coastal regions
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1. Introduction

The Suomi National Polar-orbiting Partnership (SNPP) spacecraft was successfully launched on October 28, 2011 bearing several Earth observing instruments, including the Visible Infrared Imager Radiometer Suite (VIIRS) sensor aboard the Suomi National Polar-orbiting Partnership (SNPP) satellite. This mission enables the scientific community to pursue the Earth observation effort initiated by, among others, the Advanced Very High Resolution Radiometer (AVHRR) and the Moderate Resolution Imaging Spectroradiometer (MODIS) to provide long time-series of accurate data required for global climate monitoring (Murphy et al., 2001). The VIIRS characteristics are especially well-suited for ocean color (OC) radiometry applications such as oceanic algal biomass or coastal waters monitoring. The recent National Research Council report (Committee on Assessing Requirements for Sustained Ocean Color Research, 2011) defined several requirements in order to ensure the sufficient data quality for OC scientific exploitation. Among them, calibration methods and algorithms have been developed based on lessons learned from the Sea-Viewing Wide Field-of-View Sensor (SeaWiFS), which was operational between 1997 and 2010, and the currently operational MODIS sensors. These products are being distributed as evaluation products for assessment by the SNPP Science Team and the research community. With a view to producing the standard suite of ocean color products from the VIIRS mission, it is now time to evaluate and validate the OC products estimated from the VIIRS measurements and to highlight their specific quality and sensitivity to the environmental conditions.

In processing of these evaluation products, NASA is deriving a continuous temporal calibration based on the on-board calibration measurements for the visible bands, and then reprocessing the full mission to produce a continuously calibrated sensor data records (SDR) product. The calibration of the NASA-VIIRS ocean color products is based on...
results from the prelaunch characterization (e.g., spectral response, polarization sensitivity, and response versus scan), and on-orbit temporal calibration (lunar measurements and solar diffuser measurements). In addition, the Ocean Biology Processing Group (OBPG) of NASA applies an additional vicarious calibration during SDR to OC Level-2 processing (Franz, Bailey, Werdell, & McClain, 2007; Gordon, 1998; Wang & Gordon, 2002; Werdell, Bailey, Franz, Morel, & McClain, 2007). In this latest processing (version 2012.2), the vicarious calibration is derived from the Marine Optical Buoy (MOBY) data (Clark et al., 1997, 2003). However, the MOBY mooring is located amid open ocean environment near Hawaii islands. Thus, evaluation of the VIIRS ocean color product is still necessary for coastal waters to assess the consistency of the overall calibration process. On the other hand, fulfilling the mission of the U.S. National Oceanic and Atmospheric Administration (NOAA), Interface Data Processing System (IDPS) developed by Raytheon Intelligence and Information Systems for the processing of the environmental data records (EDR) from SDR has gained beta status in January 2013 for evaluation. IDPS processing schemes for the VIIRS data differ from those of NASA in significant ways even at the SDR level. First, NOAA temporal calibration is changed at discrete intervals (currently daily, but less frequent in early mission) whereas NASA calibration is derived as a continuous trend from the start of the mission as mentioned above. Second, the NOAA calibration currently primarily uses the solar calibration (i.e., measurements from Solar Diffuser), while NASA OBPG uses both solar and lunar data. The procedure effectively supersedes the prelaunch absolute calibration. This step is applied as an effort to resolve absolute and spectral-relative calibration errors, which the NASA OBPG is currently resolving through a vicarious calibration that is applied in Level-2 processing. Thus, assessments are also necessary to evaluate the validity of the IDPS processing scheme.

The overall optical complexity of the atmospheric-water system makes observation of coastal waters from space highly challenging but of paramount importance for monitoring global water quality and assessing anthropogenic impacts (IOCCG, 2008). The ocean color component of the Aerosol Robotic Network (AERONET-OC) has been designed to support long-term satellite ocean color investigations through cross-site measurements collected by autonomous multispectral radiometer systems deployed above water (Hooker, Zibordi, Berthon, & Brown, 2004; Zibordi, Melin, Hooker, D’Alimont, & Holben, 2004; Zibordi, Melin et al., 2009). As part of this network, the Long Island Sound Coastal Observatory (LISCO) near New York City and WaveCIS in the Gulf of Mexico expand those observational capabilities with continuous monitoring as well as (for the LISCO site) additional assessment of the hyperspectral properties of coastal waters (Harmel et al., 2011).

In this study, the quality of the VIIRS products estimated through the OC processing, namely the normalized water-leaving radiances and atmospheric products (i.e., aerosol optical thickness and Angstrom exponent), are analyzed for typical coastal waters conditions encountered at LISCO and WaveCIS sites. Through statistical analysis carried out between the VIIRS, MODIS-Aqua and AERONET-OC data, the impacts of the different processing schemes (NASA’s initial and latest version 2012.2, as well as IDPS) on the VIIRS’s OC data retrievals are assessed. In particular, the impacts of the different processing procedures on the retrieved data quality are scrutinized in order to aid the scientific community to better interpret the physical or biogeochemical meanings of the VIIRS data in coastal areas. In the following section, the Background of the NASA ocean color satellite data processing is discussed along with the instruments and environmental characteristics of AERONET-OC sites used in this study. In Section 3, the spectral consistency of the VIIRS normalized water-leaving radiance retrievals of NASA OBPG processing schemes is firstly analyzed based on MODIS and in-situ SeaPRISM data. Then, the consistency, quality and uncertainty of those VIIRS data are also quantified through the time-series and match-up inter-comparison carried out with MODIS as well as SeaPRISM data. Processing algorithms employed in the IDPS system for OC data processing are firstly discussed in Section 4 and initial assessments of the IDPS VIIRS OC products are also made. In Section 5, the impacts of the retrieved atmospheric parameters on the estimation of the water-leaving radiance are discussed in order to delineate possible room for improvement in the overall VIIRS data processing. Summary and conclusions are presented in the last section.

2. Data and methods

2.1. Background of the NASA ocean color satellite data processing

In the ocean color satellite data processing, the atmospheric correction procedure, which eliminates the perturbing effects of the atmosphere and ocean surface, is the most important step. Notably the Near Infrared (NIR) algorithm developed by Gordon and Wang (1994a) which makes use of near infrared bands in initial estimations of water-leaving radiance, and the Short Wave Infrared (SWIR) algorithm that uses short wave infrared bands (Wang, 2007; Wang & Shi, 2005) and an approach which makes combined use of both NIR and SWIR algorithms (Wang & Shi, 2007) have been successfully used in the processing of ocean color (OC) data.

Total reflectance measured from the space-borne OC sensor at a wavelength (λ), denoted as ρf(λ), can be described as following (Gordon & Wang, 1994a; IOCCG, 2010; Tanre, Herman, Deschamps, & Deleffe, 1979):

$$\rho_f(\lambda) = \rho_r(\lambda) + \rho_a(\lambda) + \rho_{\text{LID}}(\lambda) + \rho_{\text{g}}(\lambda) + 2\text{tan}(\lambda)\rho_f(\lambda) + \rho_{\text{m}}(\lambda)$$  

(1)

where ρf and ρa are the reflectances resulting from multiple scattering by air molecules (Rayleigh scattering) and aerosols, respectively. ρm is the interaction term between molecular and aerosol scattering (Deschamps, Herman, & Tanre, 1983), ρr is the reflectance contribution from surface whitecaps and foam, ρg is the reflectance of the direct solar beam, and ρm is the water-leaving reflectance. T and t are the direct and diffuse atmospheric transmittance from surface to sensor direction respectively. In the current standard NASA processing, ρf is estimated according to Frouin, Schwindling, and Deschamps (1996) and Gordon and Wang (1994b). The ρr term is generally parameterized on the wind speed for a given viewing geometry (Wang & Bailey, 2001) using the Cox and Munk (1954) model. Similarly, ρt can be also well predicted from the atmospheric pressure and wind speed (Gordon & Wang, 1992; Hansen & Travis, 1974; Wang, 2002, 2005). The aerosol component (ρa + ρm) is estimated through the NIR atmospheric correction algorithm (Gordon & Wang, 1994a), which is currently implemented with the set of aerosol models defined by Ahmad et al. (2010). In the standard NASA VIIRS processing, the NIR correction is applied iteratively in order to circumvent the difficulties associated with non-negligible water leaving radiance in NIR part of spectrum (Hu, Carder, & Muller-Karger, 2000; Ruddick, Ovidio, & Rijkeboer, 2000; Siegel, Wang, Maritorena, & Robinson, 2000; Stumpf, Arnone, Gould, Martinolich, & Ransibrambahankul, 2003; Wang & Shi, 2005), the condition typically observed for turbid and highly productive coastal waters (Bailey, Franz, & Werdell, 2010; Siegel et al., 2000). In this approach, ρm is retrieved iteratively based on bio-optical models (Bailey et al., 2010; Bricaud, Morel, Allali, & Claustre, 1998; Sydor & Arnone, 1997). Finally, the standardized parameter, normalized water-leaving radiance nLw(λ), is calculated as:

$$nLw(\lambda) = BRDF(\lambda) \frac{F_o(\lambda)}{M_0(\lambda)} \rho_{\text{m}}(\lambda)$$  

(2)

where BRDF is the correction factor for illumination and viewing geometries dependency which is the function of the constituents of water (Gordon, 2005; Hlaing et al., 2012; Morel, Antoine, & Gentili, 2002; Voss & Morel, 2005; Wang, 2006). $F_0$ is the extraterrestrial irradiance.
(Thuillier et al., 2003) and τ<sub>a</sub> is the diffuse atmospheric transmittance along the Sun-to-surface direction.

2.2. Satellite data filtering procedures

The MODIS and VIIRS Level 2 images processed with the SeaDAS software package using standard iterative NIR atmospheric correction algorithm (Bailey et al., 2010; Gordon & Wang, 1994a; Siegel et al., 2000) have been obtained for the regions over the LISCO and WaveCIS sites for the January to December 2012 period from NASA OBPG website (http://oceancolor.gsfc.nasa.gov). For the VIIRS, data processed with initial as well as new processing (version 2012.2) schemes have been acquired. MODIS data used in this study is with MODIS-Aqua 2012.0 reprocessing. For the purpose of the abbreviation, VIIRS data processed with initial and version 2012.2 schemes will be here on denoted as VIIRS<sup>initial</sup> and VIIRS<sup>12.2</sup>, respectively. One of the major differences in those processing schemes is the vicarious calibration gains: [0.9627, 1.0008, 1.0092, 0.9747, 1.0147, 1.041, and 1.041] for the VIIRS<sup>12.2</sup> versus VIIRS<sup>initial</sup>[0.9767, 1.0202, 1.0273, 0.9936, 1.0257, 1.047, and 1.047] for 410, 443, 486, 551, 671, 745 and 862 nm channels, respectively. In the initial processing (VIIRS<sup>initial</sup>), the vicarious calibration reference was derived from a sea surface reflectance model and a climatology of chlorophyll-a concentration (Werdell et al., 2007). In the 2012.2 reprocessing (VIIRS<sup>12.2</sup>), the vicarious calibration is based on measurements from the Marine Optical Buoy (MOBY) near Lanai Hawaii (the same reference is currently used for SeaWiFS and MODIS).

These standard Level 2 data files include the geophysical products of the atmospheric–ocean system, namely the aerosol optical thicknesses (τ<sub>a</sub>), Angstrom coefficient (γ), the remote sensing reflectance (R<sub>rs</sub>) which can be straightforwardly translated to normalized water-leaving radiance (nLw) by multiplying with F<sub>0</sub> and the level 2 quality flags. The VIIRS and MODIS data used in this study are with nadir resolutions of 750 m and 1 km, respectively. Those data have been processed for the sensor bands centered on following wavelengths: 410, 443, 486, 551, 671 and 862 nm for VIIRS and 412, 443, 488, 547, 667, and 869 nm for MODIS for the areas of two AERONET-OC sites, LISCO and WaveCIS. The pixels used for match-up comparison are all extracted from a smaller region (3 × 3 pixel box) centered at the site locations. In this study, we utilized the standard scheme, in which spatial average of satellite data from the region of interest is evaluated against temporally averaged in-situ data (Zibordi, Mélin, et al., 2009; Zibordi et al., 2004). In this approach, the data affected by the unexpected changes in the natural and environmental conditions as well as artifacts in the satellite image resulting from the sensor's intrinsic characteristics are excluded from the analysis using the filtering procedures which will be detailed in the next sections. Furthermore, any individual pixel is excluded from the match-up comparison process if it has been flagged, through the data processing, by at least one of these conditions: land, cloud, failure in atmospheric correction, stray light, bad navigation quality, both the data processing, by at least one of these conditions: land, cloud, failure in atmospheric correction, stray light, bad navigation quality, both the data processing, by at least one of these conditions: land, cloud, failure in atmospheric correction, stray light, bad navigation quality, both

The MODIS and VIIRS Level 2 images processed with the SeaDAS software package using standard iterative NIR atmospheric correction algorithm (Bailey et al., 2010; Gordon & Wang, 1994a; Siegel et al., 2000) have been obtained for the regions over the LISCO and WaveCIS sites for the January to December 2012 period from NASA OBPG website (http://oceancolor.gsfc.nasa.gov). For the VIIRS, data processed with initial as well as new processing (version 2012.2) schemes have been acquired. MODIS data used in this study is with MODIS-Aqua 2012.0 reprocessing. For the purpose of the abbreviation, VIIRS data processed with initial and version 2012.2 schemes will be here on denoted as VIIRS<sup>initial</sup> and VIIRS<sup>12.2</sup>, respectively. One of the major differences in those processing schemes is the vicarious calibration gains: [0.9627, 1.0008, 1.0092, 0.9747, 1.0147, 1.041, and 1.041] for the VIIRS<sup>12.2</sup> versus VIIRS<sup>initial</sup>[0.9767, 1.0202, 1.0273, 0.9936, 1.0257, 1.047, and 1.047] for the VIIRS<sup>initial</sup> versus VIIRS<sup>12.2</sup> for all wavelengths shorter than 668 nm for which uncertainty is about 5% for all wavelengths shorter than 668 nm for which uncertainty is about 7.8% (Zibordi, Mélin, et al., 2009). In this study, in-situ OC data retrieved at two specific AERONET-OC sites, namely LISCO and WaveCIS sites, are used to evaluate the VIIRS data.

The Long Island Sound Coastal Observatory (LISCO) platform combines a multispectral SeaPRISM system with a collocated hyper-spectral HyperSAS system (Satlantic, Canada) (Harmel et al., 2011) but data from the latter is not included in this analysis. The instruments are positioned on a retractable tower on the LISCO platform with an elevation of 12 m. They were installed in October 2009 and have been providing data since then. Recent recalibration of the LISCO SeaPRISM instrument at NASA showed only 0–1% deviations for all bands since a previous calibration in May 2011. The LISCO platform is located at approximately 3 km from the shore of Long Island near Northport, NY, USA. The coordinates of the site are N 40°57′16″, W 73°20′30″. Based on the time-series inherent optical properties (IOPs), which are derived from LISCO’s one year SeaPRISM nLw data using the Quasi Analytic Algorithm (QAA) (Lee, Carder, & Arnone, 2002), particulate backscattering coefficient at 551 nm for LISCO water is observed to be in the range of 0.01 to 0.03 m<sup>−1</sup>. Total absorption coefficient at 442 nm varies from 0.38 to 1.2 m<sup>−1</sup>. The absorption due to Colored Dissolved Organic Matter (CDOM) at 442 nm is typically close to 0.4 m<sup>−1</sup> and in few cases can be as high as 1 m<sup>−1</sup>. The bathymetry in the vicinity of the platform exhibits a plateau at around 13 m depth and it has been verified that this depth is deep enough to make the sea bottom contribution to the water-leaving radiance negligible (Harmel et al., 2011).

The WaveCIS site is located at approximately 18 km from the shore of Timbalier Bay area, MS, USA. The coordinates of the site are N 28°52′00″, W 90°28′59″ and bathymetry in the vicinity of the platform is around 15 m. The SeaPRISM instrument is installed at 32 m height. Time-series IOPs of the WaveCIS water derived similar to the case of LISCO show that the particulate backscattering coefficient at 551 nm for WaveCIS water is usually around 0.01 m<sup>−1</sup> but, in some rare cases, it is observed to be reaching up to 0.04 m<sup>−1</sup>. Unlike LISCO water, total absorption of the water body is low with its seasonal average value equal to 0.31 m<sup>−1</sup> at 442 nm of which ~0.15 m<sup>−1</sup> is attributed to CDOM.

All in-situ data used in the quantitative match-up comparison analysis are selected from the measurements made within ±2 h time window of the satellite overpass time of the locations of the sites. This approach ensures that the in-situ data set that is minimally affected by the natural temporal changes in the atmosphere and water and it is also in line with the similar validation exercises carried out for other OC sensors (Zibordi, Berthon, Mélin, D’Alimonte, & Kaitala, 2009; Zibordi, Mélin, et al., 2009; Zibordi et al., 2004). In addition, an in-situ data filtering criteria, which excludes the in-situ SeaPRISM data with high temporal variability from the analysis, was also applied to ensure the data used for the comparisons are not affected by the unexpected environmental changes. In this filtering procedure, we employ a particular statistical parameter, the relative standard deviation, which is denoted as σ<sub>rel</sub> and calculated as σ<sub>rel</sub> = σ / μ where σ and μ are the standard deviation and mean respectively of the data being considered for the match-up comparisons. In other words, σ<sub>rel</sub> is the ratio of the standard deviation to the mean of the individual data points derived from the SeaPRISM measurements made within ±2 h time window of the satellite overpass time, and is therefore a good indicator of the temporal variability within the data being considered. σ<sub>rel</sub> is set to 0.2 for normalized water-leaving radiance match-up comparison analysis.
As for the time-series and qualitative comparison analysis, we only include the in-situ data derived from SeaPRISM measurements made between 16:15 and 19:30 GMT for LISCO site and between 17:20 and 20:00 GMT for WaveCIS respectively. These particular time periods of the day are selected so that the time ranges of in-situ data closely match the satellite overpass times for the sites which range from 17:15 to 18:27 GMT for LISCO site and 17:20 to 19:49 GMT for WaveCIS site. Finally, in-situ data derived from the measurements made while solar zenith angle is greater than 70° are also filtered out from all analysis.

3. Assessment of the NASA VIIRS normalized water-leaving radiance data

3.1. Analysis of the spectral consistency

Monitoring the seasonal and annual trends in the optical properties of ocean water primarily relies on the spectral characteristics of the retrieved $nL_{w}(\lambda)$. A first step to evaluate the quality of the satellite retrievals is to determine whether they are spectrally representative of the actual optical properties of the water. The spectral consistency of the water-leaving radiances as retrieved by the VIIRS mission is examined based on the in-situ data collected over the VIIRS's entire operational period. Fig. 1 shows the VIIRS\textsuperscript{initial}, VIIRS\textsuperscript{12.2}, SeaPRISM and MODIS $nL_{w}(\lambda)$ spectra recorded at the WaveCIS (1st row) and LISCO (2nd row) sites.

Notable is the larger number of satellite retrieved data available for the WaveCIS, than for LISCO. This is mostly due to the fact that there were fewer occurrences of atmospheric correction failures in satellite data retrievals for the WaveCIS site, which is located relatively further (13 km) from the shore than LISCO (~3.2 km). It should be noted here that, for LISCO site, after the application of quality flag conditions specified in satellite data filtering procedure, about 35% of the satellite retrieved $nL_{w}(\lambda)$ spectra had to be further discarded from the analysis because of the presence of the negative values especially in violet (413 nm) and blue (442 nm) part of the spectrum. Conversely, for WaveCIS site, less than 5% are discarded for this reason. It was also observed that VIIRS\textsuperscript{12.2} for LISCO site shows more frequent occurrences of the negative normalized water-leaving radiances especially at 413 nm wavelength resulting in less number of spectra available for match-up comparisons than VIIRS\textsuperscript{initial}. Out of the 40 VIIRS\textsuperscript{12.2} matchups that pass quality flag conditions, 21 had to be further eliminated because of the negative values. The spectra in Fig. 3 further display the larger variability observable at the WaveCIS with respect to LISCO. Particularly, VIIRS spectra from WaveCIS exhibit values in the range of approximately 0.4–2.9 mW cm$^{-2}$ μm$^{-1}$ sr$^{-1}$ at 551 nm, while spectra from LISCO are in the range of approximately 0.4–1.6 mW cm$^{-2}$ μm$^{-1}$ sr$^{-1}$. However, the comparison of match-up spectra and their averages and standard deviations indicates qualitative agreement between the satellites and SeaPRISM $nL_{w}$ data for both sites.

Additional insight from the qualitative analysis of VIIRS data and in-situ SeaPRISM data is presented in Figs. 2 and 3 for WaveCIS and LISCO sites, respectively. In these figures, the frequency distribution histograms...
of the \( nLw(\lambda) \) data of both VIIRS\(^{\text{initial}} \), VIIRS\(^{12.2} \) and SeaPRISM are displayed together for each individual spectral band. Thus, overall validity of the VIIRS data can be examined based on the matching of the \( nLw \) distributions for each wavelength. In addition, matchups of the overall average \( nLw(\lambda) \) spectra calculated from all available spectral data of the entire VIIRS operational period are also shown. For the WaveCIS site (see Fig. 2), it can be clearly observed that frequency distributions of the VIIRS\(^{12.2} \) \( nLw \) data match better to those of SeaPRISM for every wavelengths than the VIIRS\(^{\text{initial}} \) demonstrating the advantages attained with the use of the new vicarious calibration gains for this site where contrasted water conditions are observed (i.e., clear to turbid waters). It can be also observed in the figure that the distributions of the \( nLw \) data at 413 and 442 nm for VIIRS\(^{\text{initial}} \) tend to skew to the right suggesting the overestimations in VIIRS\(^{\text{initial}} \) data for those wavelengths compared to SeaPRISM. Cumulative effects of these overestimations in those wavelengths can be seen in the overall average \( nLw(\lambda) \) match-up comparisons (see Fig. 2 (last) for detail) (i.e. inconsistent spectral shape in the blue part of the spectra is observed for average VIIRS\(^{\text{initial}} \) \( nLw \) spectra).

On the other hand, for the LISCO site (see Fig. 3), distributions of the VIIRS \( nLw \) data of both processing are skewed to left compared to those of SeaPRISM at every wavelengths suggesting the overall underestimations in VIIRS retrieved data. Nevertheless, match-up comparisons exhibit that the average \( nLw \) spectra closely match to their counterparts in spectral shapes, values and ranges demonstrating the validity of the VIIRS retrieved data in a qualitative sense as well as the usefulness of the coastal AERONET-OC sites for the validation purpose. In terms of the spectral shape, VIIRS\(^{12.2} \) exhibits the closest match to the SeaPRISM for WaveCIS site (see Fig. 2 (last)) but not for the LISCO turbid waters. The spectral shape inconsistencies of the both sites mostly appear at the shorter wavelength bands (412 and 443 nm) which are the most sensitive to atmospheric correction procedure.
3.2. Analysis of uncertainty in the VIIRS normalized water leaving radiance data

3.2.1. Comparisons of time-series data

Time-series of the VIIRS, MODIS and SeaPRISM nLw(λ) data for the whole VIIRS operational period are displayed in Figs. 4 and 5 for WaveCIS and LISCO sites, respectively. For WaveCIS site time-series are shown for four SeaPRISM bands (413, 491, 551 and 668 nm) and, for LISCO site for three SeaPRISM bands (413, 551 and 668 nm). These bands are selected for the time-series analysis for the fact that the spectral characteristics of the nLw(λ) data of the LISCO locations typically exhibit highest water-leaving radiance values at 551 nm whereas lowest values are always found at 413 and 668 nm wavelengths. On the other hand, for WaveCIS site, occurrences of highest water-leaving radiance values are not only frequently observed at 551 nm but also occasionally at 491 nm. Thus, assessment of the seasonal variations in the nLw(λ) data can be effectively made through these bands.

3.2.2. Match-up comparison analysis between the satellite and in-situ data

The match-up comparison analyses between the observations which will be presented this point forward are based on linear regression between the any two data sets being compared. The comparisons are summarized through average percent differences, denoted as PD, and average absolute percent differences denoted as APD of N total number of matchups. The quantity PD determines the bias between the quantities being compared, while APD estimates the average uncertainty. The values of PD are calculated by averaging the percent differences between the matchups of the individual observations. Percentage difference of the ith matchup, PD_i, is calculated by:

\[ PD_i = 100\% \times \frac{y_i - x_i}{x_i} \]

(3)

Similarly, APD values are calculated from APD_i calculated by following equation:

\[ APD_i = 100\% \times \frac{|y_i - x_i|}{x_i} \]

(4)

where \( x_i \) and \( y_i \) stand for the any two data points being compared for the ith matchup and will be identified through the axis of the comparison figures of corresponding match-up analysis. In addition to these parameters, simple least square fit regression lines and coefficients of correlation (R) are computed at each wavelength for the comparisons in order to provide information on how well the data being compared match. Furthermore, match-up comparison filtering criteria which employs the so called two standard deviation filtering procedure (Zibordi et al., 2004) is also applied. In this procedure initial average (\( \mu_{APD} \)) and standard deviation (\( \sigma_{APD} \)) of the all resulting APD_i between the two data being compared are firstly calculated. After that any matchups with the APD_i values greater than \( \mu_{APD} + 2\sigma_{APD} \) are excluded from the match-up comparison analysis. This procedure is applied just to ensure that the values of the statistical parameters obtained from the match-up comparison analysis are not skewed by one or very few extreme cases whose statistics are entirely out of range of the majority of cases. It should be noted here that this procedure typically filter out only very few matchups (e.g., in the case of comparison between the VIIRS

![Fig. 4. Time-series of normalized water-leaving radiance, nLw(λ) in mW/m²/μm/sr, retrieved from SeaPRISM (green square), MODIS (purple diamond) and VIIRS (brown circle) at bands close to 413, 491, 551 and 668 nm for WaveCIS site. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
and SeaPRISM data for WaveCIS site, only 2 match-up points out of 143 are filtered out).

It has been observed that \( nLw \) data of the VIIRS\textsuperscript{12.2} are lower than those of VIIRS\textsuperscript{initial} for both WaveCIS and LISCO sites. This observation is generally consistent with the vicarious calibration gain factors applied in the processing schemes (i.e., vicarious gains are lower in version 2012.2 processing scheme than the initial one) mentioned in Section 2.2. On spectral average, VIIRS\textsuperscript{12.2} data is \(-16.35\%\) and \(-18.17\%\) lower than the VIIRS\textsuperscript{initial} for WaveCIS and LISCO site, respectively. It is also observed that resulting \( PD \) values between the VIIRS\textsuperscript{initial} and VIIRS\textsuperscript{12.2} at each wavelength for both sites show strong spectral dependencies exhibiting the tendency of displaying larger differences in the shorter end of the spectra. In addition, spectral shapes of \( PD \) values for two sites are also quite different from one to another. These observations point out that the impacts of the new processing scheme on sensor radiance data in retrieving \( nLw \) data is not the same for each site and are likely to be originated at least partially from the iterative nature of the atmospheric correction procedure for the \( NIR \) water-leaving radiances correction (Bailey et al., 2010). These may also arise from the procedures in computing the vicarious calibration gains. Vicarious calibration is generally performed using data from open ocean targets (in this case MOBY data) characterized by high spatial and temporal stability. These conditions ensure the generation of vicarious calibration coefficients mostly suitable for deep oligotrophic and mesotrophic waters, but validity of the use of these gains for the retrievals from coastal water areas should be further scrutinized (Zibordi, Berthon, et al., 2009).

3.2.2.1. Satellite and in-situ \( nLw \) match-up comparisons for WaveCIS site. The match-up comparisons of the satellite retrieved normalized water-leaving radiance \( nLw(\lambda) \) data against in-situ SeaPRISM for WaveCIS are plotted in Fig. 6. Notable in the figures are the very high overall correlation coefficient \( (R) \) values \((0.977, 0.974\) and \(0.961\) for VIIRS\textsuperscript{12.2}, VIIRS\textsuperscript{initial} and MODIS respectively). Regression lines of all satellite to in-situ data comparisons are also very close to 1:1 line. Regression lines suggest that VIIRS\textsuperscript{12.2} is slightly underestimated in terms of SeaPRISM data. Conversely, overestimation is observed in VIIRS\textsuperscript{initial}.

These observations confirm the results found in qualitative analysis where comparisons of average \( nLw(\lambda) \) spectra showed the similar trend (see Fig. 4 for details). MODIS exhibits similar regression lines with that of VIIRS\textsuperscript{initial}, nevertheless few outliers exist at 413 and 442 nm wavelengths. These observations suggest the quantitative consistency between the all satellite and in-situ retrieved water-leaving radiance SeaPRISM data. Larger \( R \) values obtained for both VIIRS datasets compared with MODIS data may suggest the VIIRS’s superior performance in retrieving water-leaving radiance data for WaveCIS location.

Overall percent difference \( PD \) values are \(-6.25, 13.8\) and \(19.16\) for VIIRS\textsuperscript{12.2}, VIIRS\textsuperscript{initial} and MODIS comparisons, respectively. Therefore, it can be concluded that with the new processing scheme retrieval bias is reduced compared to initial one (see Tables 1 and 2 for details). \( R \) values obtained for comparisons between the \( nLw \) data of the SeaPRISM and satellite sensor at each wavelength range from 0.85 to 0.987 suggesting that variations in the water-leaving radiance data for WaveCIS location is well captured by all satellite sensors. This also points out the potential of both current and heritage OC sensors in better understanding of the inherent and apparent optical properties of the coastal waters through the improved data processing and correction procedures.

It is also observed that, with VIIRS\textsuperscript{initial}, \( PD \) values are equal to 23.2% and 32.3% for 413 nm and 442 nm wavelengths. However, with VIIRS\textsuperscript{12.2}, \( PD \) values for those wavelengths are equal to \(-13.8\%\) and \(-6.2\%\) suggesting the better spectral consistency in blue part of the spectra but with underestimations. This result again confirms the observations obtained in qualitative comparison analysis of previous section. For all other wavelengths greater than 442 nm, \( PD \) values range from \(-2.8\%\) at 668 nm to \(-5.2\%\) at 491 nm.

3.2.2.2. Satellite and in-situ \( nLw \) match-up comparisons for LISCO site. The match-up comparisons of the satellite retrieved normalized water-leaving radiance \( nLw(\lambda) \) data against in-situ SeaPRISM for the LISCO site are shown in Fig. 7. A total of 81 SeaPRISM versus VIIRS\textsuperscript{initial}, 54 SeaPRISM versus VIIRS\textsuperscript{12.2} and 49 SeaPRISM versus MODIS matchups are available for LISCO site. It is noticeable that fewer matchups between the satellite and in-situ SeaPRISM are available for LISCO site compared with WaveCIS site. As it has been shown in Fig. 3 of the qualitative analysis section above, retrieved \( nLw \) values at 413 nm wavelength for the LISCO location are typically in the range of 0.02 to 0.4 mW/cm\(^2\)/\(\mu\)m/sr with their average value equal to \(-0.2\) mW/cm\(^2\)/\(\mu\)m/sr whereas those of WaveCIS range between 0.05 and 1.5 mW/cm\(^2\)/\(\mu\)m/sr and the average value equal to 0.5 mW/cm\(^2\)/\(\mu\)m/sr. Thus, retrievals of water-leaving radiance especially at the blue part of the spectra for LISCO water type are much more sensitive to the atmospheric perturbation effects, and because of that, resulting in more frequent occurrences of negative values water-leaving radiance retrievals in the satellite data. Moreover,
it is observable that the number of matchups available is much less with MODIS than VIIRS\textsuperscript{initial}. Thorough investigations on the MODIS data reveals that more than 70% of the matchups with SeaPRISM are excluded by the application of stray light filter, the purpose of which is to eliminate the pixels that fall within very close proximity of very bright cloud and/or land pixels, after all other satellite data filtering procedures mentioned in Section 2.2 are applied. In contrast, with the VIIRS whose spatial resolution is higher than MODIS (750 m versus 1 km), only about half of the matchups are affected by this filter. This underscores the usefulness of the VIIRS’s improved spatial resolution in ocean color remote sensing of coastal areas such as LISCO location for more data availability. It should be noted here that availability of very few matchups with the MODIS data for LISCO location force us to relax restrictions in the data filtering procedures, and to include pixels that are flagged with moderate glint condition for the match-up comparison with the SeaPRISM. In overall, this step does not appear to affect the data quality of MODIS except for few observed outliers in blue part of the spectrum which are subsequently excluded from our analysis.

Similar to WaveCIS site, comparisons between the satellite and in-situ SeaPRISM data for LISCO achieve strong $R$ values (0.961, 0.919 and 0.97 for VIIRS\textsuperscript{initial}, VIIRS\textsuperscript{12.2} and MODIS respectively). It is observed that the VIIRS\textsuperscript{initial} data achieves the strong overall correlation with $R$ value equal to 0.961. Moreover, the VIIRS\textsuperscript{initial} data also achieves strong correlations for the comparisons carried out at each individual wavelength: $R$ values are equal to 0.8618, 0.9361 and 0.8276 at 491, 551 and 668 nm, respectively. However, at 442 nm only moderate correlation is attained with its $R$ value equal to 0.5832. We believe that this observed degradation in the correlation between VIIRS and SeaPRISM data for 442 nm wavelengths is more likely to be originated from the data processing procedure rather than from the VIIRS sensor’s characteristics. This conclusion is drawn based on the strong $R$ value achieved at 668 nm wavelength of which \textit{nLw} data range and distribution are similar to those of 442 nm. It should be also noted here that signal to noise ratio (SNR) of VIIRS sensor is higher at 442 nm (SNR $\approx$ 490) than at 668 nm (SNR $\approx$ 378).

Percent difference (PD) values obtained for the comparisons between the VIIRS\textsuperscript{initial} and SeaPRISM \textit{nLw} data at all wavelengths suggest the underestimations in \textit{nLw} retrievals in VIIRS\textsuperscript{initial}. Overall PD value is equal to 22.6% and underestimation is the highest at 412 nm wavelength with its PD value equal to $-50\%$. But with the VIIRS\textsuperscript{12.2}, underestimations are further exacerbated to $-26\%$ on spectral average and overall uncertainty is further amplified. Degradations in correlation with in-situ data is also observed at every wavelength. At 442 nm

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.pdf}
\caption{Match-up comparison between the normalized water-leaving radiance \textit{nLw(\lambda)} (in mW/cm\textsuperscript{2}/\textmu m/sr) retrieved from SeaPRISM and VIIRS\textsuperscript{initial} (1st row left), VIIRS\textsuperscript{12.2} (1st row right) and MODIS (2nd row) for WaveCIS site. Horizontal and vertical error bars represent the temporal and spatial variations in SeaPRISM and satellite data, respectively.}
\end{figure}
correlation totally vanishes. More frequent occurrences of negative values retrieval in water-leaving radiance data are also observed resulting in less number of available match-up spectra. Thus, at the LISCO site, correlations for VIIRS12.2 are noticeably lower than for VIIRSinitial (see Table 3 for details). Summary of the statistical estimators for the comparisons between the MODIS and SeaPRISM nLw(λ) data of LISCO site can be found in Table 4.

In the match-up comparisons shown up to this point, it has been observed that the impact of the vicarious gain procedures on the retrievals of the nLw data are significant, although the changes in the gain values at each wavelength are relatively modest (i.e., ~1–2% except at the 862 nm channel whose gain is set to 1 for both processing schemes). It is due to the fact that the impacts of the these gain changes entirely fall on the water leaving (ρw) and aerosol (ρa) components of the total radiance measurements (i.e., the estimation of the water-leaving reflectance (ρw), ρa, ρc and ρg terms in Eq. (1) are estimated from the parameters such as atmospheric pressure, wind speed and solar and sensor geometries). In the case of (ρa + ρg) component, vicarious gain change in the 745 nm channel of VIIRS sensor will have direct impact on the determination of the aerosol model and concentration. Moreover, combined with the associated models, there may be further impacts in the estimation of the aerosol component in the visible bands during the iterative NIR correction process and in turn can have compounding impacts on the water leaving component. For the WaveCIS site of which water properties and atmospheric conditions are closer to those of open ocean conditions where vicarious calibration gains are derived from, spectral average retrieval biases are reduced down to ~6.3% with VIIRS12.2 from 13.8% with VIIRSinitial, in accordance with the new smaller vicarious gain values, compensating the positive retrieval bias in the initial processing scheme. On the other hand, for the LISCO site whose retrieved nLw values are already in underestimation, the use of the smaller gain values further exaggerated the underestimation to ~26%, and, in addition, more occurrences of the negative water leaving radiances were observed. These observations outline the sensitiveness of the water leaving radiance retrieval process on the vicarious calibration procedures.

3.2.3. Match-up comparisons between the VIIRS and MODIS nLw data

In this section, VIIRS retrieved nLw data of both WaveCIS and LISCO locations are directly compared to those of MODIS. The main purpose of these comparisons is to analyze the consistency between the OC data retrieved from new VIIRS and heritage MODIS sensor, and from that to demonstrate whether the continuity of the reliable ocean color time-series data stream can be achieved. Here, all MODIS and VIIRS data used in the comparisons are filtered with the same quality flag conditions mentioned in Section 2.2. Match-up comparisons between the nLw data of VIIRS and MODIS for WaveCIS and LISCO locations are shown in Fig. 8. Overall consistency between the both VIIRS (VIIRS12.2 and VIIRSinitial) and MODIS nLw data can be readily observed from the strong correlation coefficient (R) values obtained for the comparisons (R values equal to 0.972 and 0.984 with VIIRSinitial for WaveCIS and LISCO sites respectively, and with VIIRS12.2 they are equal to 0.954 and 0.982). However, for the comparisons between the VIIRS12.2 and MODIS for both sites, regression lines significantly deviate from 1:1 line with the under-estimations in VIIRS12.2 retrieved nLw data in terms of the MODIS resulting in PD values of ~10% and ~26% for WaveCIS and LISCO sites respectively. Underestimations in VIIRS12.2 data are largest at the 413 nm with their PD values equal to ~24% and ~64% for WaveCIS and LISCO sites respectively. However at 551 nm, PDs between VIIRS12.2 and MODIS are lowest with their values equal to ~5% and ~7%, respectively, for WaveCIS and LISCO sites. On the other hand, for the comparisons between VIIRSinitial and MODIS, regression lines are very close to 1:1 line for both sites. For LISCO site, PD values obtained for comparisons at individual wavelength are within ±2.6% except for the comparisons carried out at 413 nm and 491 nm wavelengths (whose PD values are equal to ~31.5% and 7.4%, respectively). On the other hand, for WaveCIS site slight overestimations in VIIRSinitial data are observed at every wavelength (PD values range from 4.7% at 413 nm to 11% at 668 nm).

Strong consistency in the time-series spectral nLw data retrieved from the two sensors can be observed particular through the large R values (0.745–0.994) obtained for the comparisons at every individual wavelength. For both VIIRS12.2 and VIIRSinitial, correlation with the MODIS data tends to be strongest at 551 nm and weakest at 413 nm. For instance, R values obtained for the comparison between the VIIRSinitial and MODIS data retrieved at the WaveCIS site are 0.8443 and 0.9938 at 413 and 551 nm wavelengths, respectively. Strong correlation at 551 nm can be mainly explained by the nLw spectral shapes that typically exhibit maximum water-leaving radiance at that wavelength for both WaveCIS and LISCO locations. Observed degradations in correlation at blue part of spectrum especially at 413 nm can be

<table>
<thead>
<tr>
<th>Parameters</th>
<th>413</th>
<th>442</th>
<th>491</th>
<th>551</th>
<th>668</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>29 (29)</td>
<td>29 (29)</td>
<td>29 (29)</td>
<td>28 (29)</td>
<td>28 (29)</td>
<td>141 (145)</td>
</tr>
<tr>
<td>Regression</td>
<td>1.0531×10^0.05</td>
<td>1.0711×10^0.03</td>
<td>1.0599×10^0.025</td>
<td>1.021×10^0</td>
<td>1.008×10^-0.01</td>
<td>1.04×10^-0.04</td>
</tr>
<tr>
<td>R</td>
<td>0.917 (0.862)</td>
<td>0.97 (0.963)</td>
<td>0.987 (0.987)</td>
<td>0.975 (0.986)</td>
<td>0.959 (0.962)</td>
<td>0.974 (0.977)</td>
</tr>
<tr>
<td>PD (%)</td>
<td>23.2 (13.8)</td>
<td>6.3 (6.3)</td>
<td>11.3 (5.2)</td>
<td>4.7 (3.1)</td>
<td>-2.5 (2.9)</td>
<td>13.8 (6.3)</td>
</tr>
<tr>
<td>APD (%)</td>
<td>41.5 (39.4)</td>
<td>33.2 (20.8)</td>
<td>13.9 (12.6)</td>
<td>12.5 (10.6)</td>
<td>16.1 (18.2)</td>
<td>23.4 (20.3)</td>
</tr>
</tbody>
</table>

Table 1
Summary of statistical estimators for the comparisons between the VIIRS and SeaPRISM nLw(λ) data of WaveCIS site. Results for VIIRSinitial are shown in black and VIIRS12.2 are in blue.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>413</th>
<th>442</th>
<th>491</th>
<th>551</th>
<th>668</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>43</td>
<td>45</td>
<td>44</td>
<td>43</td>
<td>44</td>
<td>219</td>
</tr>
<tr>
<td>Regression</td>
<td>1.2x + 0.084</td>
<td>1.11x + 0.103</td>
<td>1.048x – 0.007</td>
<td>0.976x + 0.034</td>
<td>1.02x – 0.003</td>
<td>1.02x + 0.06</td>
</tr>
<tr>
<td>R</td>
<td>0.936</td>
<td>0.956</td>
<td>0.976</td>
<td>0.967</td>
<td>0.986</td>
<td>0.962</td>
</tr>
<tr>
<td>PD (%)</td>
<td>48.3</td>
<td>35.4</td>
<td>4.2</td>
<td>4.2</td>
<td>3.6</td>
<td>19.2</td>
</tr>
<tr>
<td>APD (%)</td>
<td>52.8</td>
<td>38.0</td>
<td>12.9</td>
<td>11.2</td>
<td>17.5</td>
<td>26.5</td>
</tr>
</tbody>
</table>

Table 2
Summary of statistical estimators for the comparisons between the MODIS and SeaPRISM nLw(λ) data of WaveCIS site.
mostly attributed to retrieval uncertainties resulted from the atmospheric correction procedures. Uncertainties between the $nLw$ data retrieved by the two sensors are also highest at 413 nm with both VIIRS processing. At that wavelength, APD values obtained for the VIIRS versus MODIS $nLw$ match-up comparisons at WaveCIS site are 43.63% and 44.2% for VIIRS$^{12.2}$ and VIIRS$^{\text{initial}}$ data, respectively. For LISCO site, APD values at 413 nm are 64.29% and 50.3%. On the other hand, uncertainties between the $nLw$ data retrieved from MODIS and VIIRS data are very low with APD equal to 3.9% at 551 nm for LISCO site with VIIRS$^{\text{initial}}$ data. These observations combined with the strong correlation coefficients achieved at every wavelength for all comparisons carried out between the VIIRS and MODIS $nLw$ data led us to conclude that variations in the water leaving radiance data are consistently well captured by both MODIS and VIIRS data but data processing procedures need to be improved for the consistent and accurate retrievals.

Here, it should be noted that all data involved in this analysis are processed using the same atmospheric correction procedures. Therefore it is reasonable to conclude that differences in the statistical parameter

<table>
<thead>
<tr>
<th>Parameters</th>
<th>413</th>
<th>442</th>
<th>491</th>
<th>551</th>
<th>668</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>16 (11)</td>
<td>16 (11)</td>
<td>17 (11)</td>
<td>16 (10)</td>
<td>16 (11)</td>
<td>81 (54)</td>
</tr>
<tr>
<td>Regression</td>
<td>$-0.013x+0.11$</td>
<td>$0.626x+0.076$</td>
<td>$0.924x-0.067$</td>
<td>$1.032x-0.099$</td>
<td>$1.012x-0.053$</td>
<td>$0.98x-0.07$</td>
</tr>
<tr>
<td>$R$</td>
<td>$-0.016x+0.11$</td>
<td>$0.003x+0.236$</td>
<td>$0.753x+0.011$</td>
<td>$0.966x-0.058$</td>
<td>$1.242x-0.109$</td>
<td>$0.93x-0.07$</td>
</tr>
<tr>
<td>PD (%)</td>
<td>$-50.6 (49.3)$</td>
<td>$-14.7 (-29.8)$</td>
<td>$-18.3 (-23.0)$</td>
<td>$-6.4 (-10.1)$</td>
<td>$-21.2 (-20.9)$</td>
<td>$-22.6 (-26.6)$</td>
</tr>
<tr>
<td>APD (%)</td>
<td>$54.8 (66.0)$</td>
<td>$23.4 (45.0)$</td>
<td>$20.1 (25.3)$</td>
<td>$9.4 (11.3)$</td>
<td>$23.9 (26.4)$</td>
<td>$26.3 (34.8)$</td>
</tr>
</tbody>
</table>
values obtained for the comparisons between the MODIS and two VIIRS data are almost entirely resulted from the different instrument calibration in producing SDR (or Level-1B data), as well as vicarious calibration factors applied to VIIRS sensor level data. On the other hand, for the previous re-processing of MODIS (R2010.0 and R2009.1), the MODIS-Aqua bands 8 and 9 (412 and 443 nm) were vicariously modified by the OBPG to adjust the temporal trends in the response versus scan angles (RVS). These temporal adjustments, which could not be fully characterized by the on-board (lunar, solar) calibration, were derived by cross-calibration with SeaWiFS (Meister, Franz, Kwiatkowska, & McClain, 2012). Similar to that, VIIRS to MODIS cross-calibration may be tested based on the observations made from the analysis carried out in this section for the consistent record of the ocean color data stream. It should be also noted that change of the processing scheme for the VIIRS sensor has different impact on the retrievals at two different coastal sites. These effects probably need to be considered before making decisions on changes of sensor gains.

4. Assessments of the IDPS VIIRS normalized water-leaving radiance data

In parallel with the NASA processing schemes, another data processing segment for sensor data of VIIRS is the ocean color component of the Interface Data Processing Segment (IDPS) developed by Raytheon Intelligence and Information Systems. IDPS provides all VIIRS operational data products including ocean color data. IDPS processes VIIRS along
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Table 4
Summary of statistical estimators for the comparisons between the MODIS and SeaPRISM $nLw(\lambda)$ data of LISCO site.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Wavelengths (nm)</th>
<th>413</th>
<th>442</th>
<th>491</th>
<th>551</th>
<th>668</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td></td>
<td>9</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>49</td>
</tr>
<tr>
<td>Regression</td>
<td></td>
<td>0.504x − 0.012</td>
<td>0.5326x + 0.076</td>
<td>0.967 + 0.117</td>
<td>0.94x − 0.033</td>
<td>0.733x + 0.01</td>
<td>0.94x − 0.06</td>
</tr>
<tr>
<td>$R$</td>
<td></td>
<td>0.299</td>
<td>0.586</td>
<td>0.826</td>
<td>0.942</td>
<td>0.835</td>
<td>0.939</td>
</tr>
<tr>
<td>$PD$ (%)</td>
<td></td>
<td>−31.2</td>
<td>−18.2</td>
<td>−21.6</td>
<td>−10.4</td>
<td>−20.8</td>
<td>−20.1</td>
</tr>
<tr>
<td>$APD$ (%)</td>
<td></td>
<td>61.4</td>
<td>25.8</td>
<td>27.1</td>
<td>12.5</td>
<td>28.7</td>
<td>31.1</td>
</tr>
</tbody>
</table>
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Fig. 8. Match-up comparison between the $nLw(\lambda)$ data of MODIS and VIIRS$_{initial}$ (left), VIIRS$_{12.2}$ (right) for WaveCIS (1st row) and LISCO (2nd row) sites.
with other JPSS related sensor data to provide Environmental Data Records (EDR). IDPS system has been progressively developed taking into account the validation and calibration results to ensure the production of atmospheric and environmental products that meet strict accuracy and precision requirements, and it has gained beta status for evaluation. With the current operational IDPS OC EDR data has been produced since November 21, 2011, but pre February 6, 2012 data were assumed to be unreliable due to the calibration issues in the SDRs. In contrast to the NASA OBPG processing schemes, no vicarious calibration gain factors have been applied in the current operational IDPS OCC EDR processing. In the processing of OC EDR products in the IDPS framework, the atmospheric correction procedure (Gordon & Wang, 1994a) is employed as in the NASA processing but with significantly different implementation. The main difference is in the aerosol models used for estimating the aerosol radiance component. In the IDPS, aerosol radiance contribution is estimated based on a family of 12 aerosol models (Gordon & Wang, 1994a; IOCCG, 2010) whereas NASA OBPG processing employs 80 aerosol modes (Ahmad et al., 2010). Of those 12 aerosol modes, the Oceanic, Maritime, and Tropospheric aerosol models are from Shettle and Fenn (1979), while the coastal aerosol model is introduced by Gordon and Wang (1994a). In particular, the IDPS OC data processing has not fully implemented yet for the NIR radiance correction (i.e., it assumes Black Ocean at the NIR bands for atmospheric correction, even over coastal turbid waters).

As the processing system continue to evolve, we made initial assessments of the IDPS output of VIIRS nLw data in view of assisting the development of processing system for better retrieval of ocean color data especially in coastal zones. VIIRS Ocean Color/Chlorophyll EDR images processed with IDPS (version 6.6), from here on denoted as VIIRSIDPS, of WaveCIS and LISCO location has been acquired from the NOAA’s Comprehensive Large Array–Data Stewardship System (CLASS) website (http://www.class.ncdc.noaa.gov). Then, the nLw data of the locations of two sites are extracted in the same manner as for the NASA data. Similarly, the data used in the following analysis are filtered with the same quality control procedures described in Section 2.2. It should be noted here that, with IDPS processing, retrieved VIIRS nLw data points for match-up comparisons with SeaPRISM are more concentrated in the October–December period of 2012. For that reason, only the SeaPRISM data of the day for which VIIRSIDPS is also available will be used for spectral consistency analysis, which is shown in Fig. 9. As the result, average spectral shape of the SeaPRISM data shown in Fig. 9 is slightly different from the one shown in Fig. 1 of Section 3 which is the seasonally averaged one. Fig. 9 shows the nLw(λ) spectral of SeaPRISM (left) and VIIRSIDPS (right) for WaveCIS that are coincidently retrieved within ±2 h window and used for the match-up comparison analysis displayed in Fig. 10.

It can be observed in the figures that spectral variation ranges of the in-situ and satellite data are consistent to one another. Nevertheless, the overall average spectral shapes are notably different: average nLw spectrum of VIIRSIDPS exhibits pronounces maxima at 551 nm. On the other hand, match-up comparison in Fig. 10 shows that VIIRSIDPS data is strongly correlated with the in-situ SeaPRISM data exhibiting the overall R value of 0.955. In addition to that, correlations are also very strong at every wavelength (R values equal to 0.801 at 413 nm and 0.978 at 551 nm). VIIRSIDPS underestimate at every wavelength but at 551 nm at which overestimation with PD value equals to 7.4%. For other wavelengths, underestimations range from -32% at 412 nm to -5% at 491 nm (see Table 5 for details). Overall, VIIRSIDPS underestimates about 13% in terms of SeaPRISM on spectral average. On the other hand, for the LISCO site, out of 32 VIIRSIDPS spectrums after filtered for the land, high sensor and solar zenith flag conditions, only 4 passed to the standard that is applied to all the satellite data throughout the paper. This is mostly due to issues related to the masking of the pixels with fill values for specific reasons (e.g., edge of swath and exclusion of coastal areas). These issues have been identified and are being progressively resolved by the ocean color EDR team. It should also be

![Fig. 9.](image) nLw(λ) match-up spectra of SeaPRISM (left), VIIRSIDPS (right) for the WaveCIS site.

![Fig. 10.](image) Match-up comparison between the nLw(λ) of SeaPRISM and VIIRSIDPS for WaveCIS site.
noted here that requirements for IDPS system do not specify the retrieval of ocean color data for coastal and in land waters. Fig. 11 shows the spectral match-up comparisons between the nLw(\(\lambda\)) data of SeaPRISM and VIIRS\textsuperscript{IDPS} at the LISCO site for March 8th and 14th, June 10th and September 30th of 2012 for presentation purpose. It can be observed in the figures that the excellent agreement between the SeaPRISM and VIIRS\textsuperscript{IDPS} retrieved nLw(\(\lambda\)) data for all comparisons except for June 10th. For that day, VIIRS\textsuperscript{IDPS} underestimates at all wavelengths but at 413 nm. It can be also observed that, for that day, the normalized water-leaving radiances at every wavelength are particularly high because of the strong particulate scattering resulted from the sediment discharge following a heavy rain event in New York region two days before. This led us to ponder this probably be due to incorrect negligible NIR water leaving radiance assumption made in the atmospheric correction of satellite data which in this case is clearly not correct. But for the definite conclusion, more observations and dedicated studies will be needed and beyond the scope of this paper. Although data availability is low for LISCO site, the observed consistencies between the SeaPRISM and VIIRS\textsuperscript{IDPS} data exhibit the potential of the IDPS system for the data retrievals of coastal areas.

The number of matchups at the LISCO site was not enough to make any conclusions but comparison of correlations and PD values for WaveCIS site estimated from matchups between VIIRS satellite and AERONET-OC data through NASA and IDPS processing schemes showed very similar results. At the same time the reasons for some observed spectral differences should be further investigated.

5. Evaluations on the retrieval performance of atmospheric parameters

5.1. Qualitative analysis of Angstrom coefficient distributions

As it has been shown in Section 2, the main step of the atmospheric correction procedure is to accurately estimate the \(\rho_a + \rho_{\text{ra}}\) component. This is carried out based on the initial estimations of NIR aerosol radiance in conjunction with a suite of candidate aerosol models. Using the two most appropriate aerosol models with a weight, aerosol radiance at each desired wavelength is further derived (Gordon, Du, & Zhang, 1997; Wang, Knobelspiesse, & McClain, 2005). In this procedure, Angstrom exponent parameter, denoted as \(\gamma\), is an estimator of the spectral behavior of the aerosol optical properties, and thus retrieval accuracy of \(\gamma\) is a good indicator of the quality of atmospheric correction process. Angstrom exponent (\(\gamma\)) is defined as (Wang et al., 2005):

\[
\gamma = \frac{\log_{10}(\tau_\lambda (\lambda')) - \log_{10}(\tau_\lambda (\lambda))}{\log_{10}(\lambda') - \log_{10}(\lambda)}
\]

Low values of the \(\gamma\) indicate the predominance of coarse aerosol; conversely, high values indicate a predominance of fine aerosols. It has been observed that the difference between NASA VIIRS aerosol optical thicknesses data obtained with the version 2012.2 and initial processing is less than 2.7% in 442 nm and 1.6% in 870 nm wavelengths. On the other hand, IDPS generates the pixel level atmospheric parameters only as intermediate products to be used in the generations of standard OC EDR products. These pixel level intermediate atmospheric products are not currently available for the evaluation. Therefore, for all analysis related to atmospheric parameters, we will use VIIRS\textsuperscript{12.2} data only and refer simply as VIIRS in the comparisons. The histograms of the \(\gamma\) (442, 870) (i.e., Angstrom exponent defined between 442 and 870 nm) retrieved from satellite and AERONET measurements are shown in Fig. 12.

For the LISCO site (left), the histogram of the AERONET Angstrom exponent data (plotted in green) shows that the Angstrom exponent is almost always higher than 1 and can attain values as high as 3. This shows that the aerosols over LISCO site are typically dominated by fine aerosol particles. In contrast, the satellite Angstrom exponents for LISCO location are found to be always smaller than 2.2 and very frequently lie between 0 (spectrally flat aerosol) and 2. On average satellite

---

**Table 5**

Summary of statistical estimators for the comparisons between the VIIRSIDPS and SeaPRISM nLw(\(\lambda\)) data of WaveCIS site.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Wavelengths (nm)</th>
<th>413</th>
<th>442</th>
<th>491</th>
<th>551</th>
<th>668</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Regression</td>
<td>25</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>121</td>
</tr>
<tr>
<td></td>
<td>PD (%)</td>
<td>0.801</td>
<td>0.923</td>
<td>0.975</td>
<td>0.978</td>
<td>0.946</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td>APD (%)</td>
<td>38.8</td>
<td>31.3</td>
<td>12.9</td>
<td>14.0</td>
<td>19.5</td>
<td>23.3</td>
</tr>
</tbody>
</table>

---

**Fig. 11.** nLw(\(\lambda\)) spectral match-up comparisons of the SeaPRISM (plotted in red) and VIIRSIDPS\textsuperscript{IDPS} (blue) of the LISCO site for March 8th (1st column), March 14th (2nd column), June 10th and September 30th of 2012. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
retrieved $\gamma$ values are about 0.66 lower than those retrieved from SeaPRISM. These results also confirm the findings of the similar study previously carried out by us with the use of the data from MODIS, MERIS and SeaWiFS (Ahmed et al., 2012).

It should be noted here that this observed discrepancy in the distributions of satellite and AERONET retrieved Angstrom exponent values are not limited to LISCO site alone. The same analysis carried out for the other AERONET sites: Brookhaven (located in Long Island) and...
COVE (in Chesapeake Bay), showed similar trend as at LISCO (not shown in this paper). Similarly for the WaveCIS site (right figure), the histogram of the AERONET $\gamma$ data ranges from 0.4 to 3.5 whereas that of VIIRS and MODIS are in the range of 0.4 to 2.2. The distributions of satellite and AERONET Angstrom data match better than at LISCO but with underestimation of ~0.34 in satellite retrieved Angstrom values on average. These observations suggest that spectral behavior of the aerosol optical properties are relatively better captured at WaveCIS location. Strict upper bound of the satellite retrieval observed at LISCO location probably is resulted from the limited set of aerosol models used in the atmospheric correction procedure (Ahmad et al., 2010). On the other hand, it is also possible that it is at least partially resulted from the iterative procedures in the atmospheric correction process in the estimation of the aerosol components in the atmospheric radiance of NIR region (Bailey et al., 2010; Stumpf et al., 2003; Wang & Shi, 2005). Nevertheless, investigations on these observations of mismatch in the aerosol radiance spectral shape will require the detail analysis on the whole atmospheric correction procedures and are beyond the scope of this study.

5.2. Match-up comparisons of aerosol optical thickness data

The results of the match-up comparisons between VIIRS and SeaPRISM $\tau_a$ data taken around 443 and 870 nm are shown in Fig. 13. Both satellite and in-situ $\tau_a$ shown here correspond to normalized water-leaving radiance data of VIIRS and SeaPRISM presented in previous section. Similarly, PD and APD values for $\tau_a$ comparisons are calculated from data points that pass the satellite and in-situ water leaving radiance data filtering procedures mentioned in Section 2 to reflect the typical uncertainty encountered in retrieving water leaving radiance and atmospheric data. For both LISCO and WaveCIS sites, in-situ and satellite retrieved $\tau_a$ values are significantly correlated with values of the coefficient $R$ equal to 0.959 and 0.951 at 443 and 870 nm wavelengths respectively for WaveCIS site, and 0.894 and 0.903 for LISCO site. These strong correlations at both 442 and 870 nm wavelengths suggest that VIIRS well captures the variations in the atmospheric changes at the location of the sites. On the other hand, overestimations in VIIRS retrieved $\tau_a$ values are observed for both sites at both 442 and 870 nm wavelengths. For WaveCIS site, PD values are 28% and 105% respectively for comparisons carried out at 442 and 870 nm, respectively. Similarly, observed PD values for LISCO are 38% and 108% respectively. Relatively higher PD values observed at 442 nm for LISCO site might be at least partially explained by the mismatch between the $\gamma$ distributions of VIIRS and satellite data which in turn suggest possible inadequate aerosol mode selection for VIIRS. Although the observed discrepancies between the satellite and in-situ retrievals of aerosol optical thickness are high, these observations are not limited to LISCO and WaveCIS locations. Validation study carried out for MODIS data based on the data of other coastal AERONET-OC sites (AAOT, GLT and HLT) had also displayed such discrepancy (Zibordi, Berthon, et al., 2009). Interestingly, linear regression calculated for the comparisons between the $\tau_a$ data of SeaPRISM and

![Fig. 14](Fig. 14). Similar to Fig. 13 but for MODIS. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
VIIRS at both wavelengths for both sites are close to the upper uncertainty level line of the SeaPRISM aerosol retrieval which is defined as \( \tau_a \pm 0.05 \times \tau_a \pm 0.03 \). The observed large overestimate of satellite derived \( \tau_a \) likely results from uncertainties in the absolute radiometric calibration of the space sensor in the NIR (Bulgarelli & Zibordi, 2003), and additionally probably from the use of an inappropriate aerosol model.

In the following, we will further investigate the possible causes of observed discrepancies in \( \tau_a \) retrievals with the use of MODIS data.

Similar to Fig. 13, the scatter plots in Fig. 14 show the comparisons of MODIS and SeaPRISM derived \( \tau_a \) data. The regression lines of the comparisons suggest MODIS retrieved \( \tau_a \) values are also overestimated for WaveCIS and LISCO sites as in the case of VIIRS. Nevertheless, overestimations in MODIS retrieved \( \tau_a \) values are much lower than those observed for VIIRS. PD values are 9% and 37% at 442 and 870 nm for WaveCIS site and 25% and 44% for LISCO site respectively.

Here, larger PD values observed at LISCO can be partially attributed to more pronounced mismatch in distributions \( \gamma \) values between the MODIS and SeaPRISM. We have been addressing the effect of the inappropriate aerosol mode selection on \( \tau_a \) retrievals. However, this effect alone cannot entirely explain the overestimations with average PD value 108% at 870 nm observed for VIIRS data. On the other hand, overestimations in MODIS retrieved \( \tau_a \) values are much lower (PD values are 37% and 44% at 870 for WaveCIS and LISCO respectively). It should be noted here that both VIIRS and MODIS data are processed with the same processing procedure. In addition, \( \gamma \) distributions observed for these two sensors closely match to each other for both sites (see Fig. 10). Therefore these significantly larger PD values observed for comparisons between VIIRS and in-situ SeaPRISM \( \tau_a \) are probably originated from the uncertainties in the absolute radiometric calibration of the space sensor in 862 nm band of VIIRS. In fact, it is recalled that VIIRS data at the 862 nm center wavelength are not vicariously calibrated for both initial and new processing whereas the vicarious calibration of all visible channels is based on measurements from MOBY near Lanai Hawaii (the same reference currently used for MODIS). On the other hand, VIIRS’s center wavelength (862 nm) is further from the center wavelength of SeaPRISM than MODIS’s 869 nm. This might also in part contribute to the observed more pronounced discrepancies in VIIRS data.

6. Summary and conclusions

In the investigations carried out for over almost a year period dataset of VIIRS based on the data from two coastal AERONET-OC (LISCO and WaveCIS) sites, it has been observed that VIIRS sensor can well capture the seasonal and temporal variations in water properties. For both sites, in-situ and satellite retrieved \( nLw \) data are significantly correlated with values of the overall coefficient of correlation \( R \) equal to 0.968 for LISCO and 0.977 for WaveCIS, respectively. For the WaveCIS site, it was observed that VIIRS’ \( 12.2 \) \( nLw \) data match better to those of SeaPRISM for every wavelength than the VIIRS’s \( 0.71 \) displaying the advantages attained with the use of new vicarious calibration gains. Furthermore, with the VIIRS’s \( 12.2 \), spectral shape consistency between the satellite and in-situ SeaPRISM \( nLw(\lambda) \) data is not only enhanced but biases between the two data at every wavelengths are also reduced. Nevertheless, slight underestimations with spectral average PD value equal to –6% still exist in VIIRS’s \( 12.2 \). Conversely, for LISCO site, it is observed that the VIIRS’s \( 12.2 \) achieves the stronger overall correlation with \( R \) value equal to 0.961 compared to 0.919 with the VIIRS’s \( 12.2 \). In addition, VIIRS’s \( 12.2 \) data for LISCO site shows more frequent occurrences of the negative normalized water-leaving radiances especially at 413 nm, and underestimation is further exacerbated to –26% on spectral average. These observations point out that the impacts of the version 2012.2 processing scheme on sensor radiance data in retrieving \( nLw \) data is not the same for each site. These considerations probably suggest the need to take into account comparisons between AERONET-OC and satellite data for coastal sites before making decisions on changes of sensor gains.

Strong consistency between the time-series \( nLw \) data retrieved from the VIIRS and MODIS sensors was also observed particularly through the large \( R \) values (0.838–0.994) obtained for the comparisons at every wavelength. Nevertheless, uncertainties between the \( nLw \) data retrieved by the two sensors are high at 413 nm with both VIIRS processing. At that wavelength, APD values obtained for the VIIRS versus MODIS \( nLw \) match-up comparisons are in the order of 50% exhibiting the need for the refinement in the calibration and processing procedures. On the other hand, for the wavelengths greater 442 nm, uncertainties between the MODIS and VIIRS data are relatively low with their APD values observed to be around 10% and uncertainties are lowest at 551 nm with APD value equal to 3.9%.

Initial assessments of the IDPS output of the VIIRS shows that, with the processing, normalized water-leaving radiance at 551 nm are underestimated, and for all other wavelengths they are underestimated. For the WaveCIS site, strong correlation between the VIIRS’s \( 12.2 \) and in-situ SeaPRISM data is observed at every wavelength. For the LISCO site, although very few spectra are available, they show excellent agreement with the SeaPRISM data. Correlations between satellite and AERONET-OC data were found to be similar for WaveCIS site when NASA or IDPS processing schemes were used.

Investigations on the aerosol model selection suggest that spectral behavior of the aerosol optical properties cannot be fully apprehended resulting in underestimated VIIRS retrieved Angstrom exponent values. Nevertheless, for both LISCO and WaveCIS sites, in-situ and VIIRS retrieved \( \tau_a \) values are significantly correlated with values of the coefficient of correlation \( R \) equal to 0.959 and 0.951 at 443 nm and 870 nm wavelengths respectively for WaveCIS site, and 0.894 and 0.903 for LISCO site. On the other hand, overestimations in VIIRS retrieved \( \tau_a \) values are observed for both sites at both 442 and 870 nm wavelengths. Nevertheless, overestimations in MODIS retrieved \( \tau_a \) values are much less than those observed for VIIRS. It may be helpful to revisit the atmospheric correction algorithm to improve the fine mode aerosol determination. Another way to follow would be to design novel calibration procedure for the VIIRS NIR 862 nm band.
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