Spectral variations of light scattering by marine particles in coastal waters, from visible to near infrared
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Abstract

Field measurements and Mie calculations of the particulate light-scattering coefficient \( b_p \) in the near-infrared and visible spectral domains are combined to quantify and model the effect of particulate absorption on the \( b_p \) spectral variations. The case of particles of coastal origin and assumed to follow a Junge-type size distribution is considered. A simple power-law function closely reproduces the near-infrared \( b_p \) spectral variations, with a spectral slope varying in the range 0.1–1.4. In the visible (e.g., 440 nm), particulate absorption effects systematically lead to \( b_p \) values 5–30% lower than values predicted using a power-law function fitted in the near infrared and extrapolated to 440 nm. The respective influences of the particle size distribution and composition are investigated for both mineral and organic particle populations. Finally, an empirical model derived from theoretical calculations closely reproduces the actual \( b_p \) spectral variations from near-infrared to short visible wavelengths, taking into account particulate absorption effects.

The propagation of solar radiation in natural waters is controlled by light absorption and scattering by pure seawater and the different colored dissolved and particulate substances contained in the water. These substances are often grouped within three main categories: phytoplankton, nonalgal particles, and colored dissolved organic matter. In coastal waters, light scattering by suspended particles strongly affects light propagation in the water column (Lee et al. 2005), and determines to a large extent the magnitude of surface reflectance (Sathyendranath et al. 1989). This is especially true in the near infrared (near IR) where, to a first approximation and consistently with the observations of Doxaran et al. (2002) and Ruddick et al. (2006), the water reflectance depends only upon three inherent optical properties: the pure seawater absorption coefficient and the backscattering coefficient of pure seawater and suspended particles. Therefore, assuming realistic values of the particle-scattering coefficient turns out to be essential when modeling light propagation in coastal waters, possibly to estimate primary production, when interpreting surface reflectance in terms of optically significant seawater constituents (Doerfler and Schiller 2007), and when trying to separate the ocean and atmospheric contributions from the reflectance signal detected at the top of atmosphere (Moore et al. 1999).

On the basis of simple theoretical considerations, Morel (1973) showed that a polydispersion of nonabsorbing particles with a homogenous index of refraction and a size distribution that follows an inverse power law is characterized by spectral variations of its scattering coefficient that also follow an inverse power-law function. This simple spectral dependency of \( b_p(\lambda) \), sometimes extended to the backscattering coefficient \( b_{bp}(\lambda) \), has been often used in models of the inherent optical properties of seawater (Sathyendranath et al. 1989; Roesler and Perry 1995; Morel and Maritorena 2001), mostly because no sound alternative is available. Doxaran et al. (2007) recently confirmed on the basis of observations made in a number of estuaries that, in the near-IR spectral region where light absorption by marine particles is low (Babin and Stramski 2002), a power-law function does fit the spectral variations of \( b_p(\lambda) \) with variable slope. Such a power-law function, however, is inappropriate in the visible part of the spectrum where marine particles are light absorbing: particulate light absorption increases approximately exponentially toward short visible wavelengths in the case of mineral and detrital particles and presents more complex variations generally with two maxima in the blue and in the red in the case of phytoplankton cells. Numerous measurements of \( b_p(\lambda) \) spectra have documented significant departures from a power-law function at wave bands associated with strong particulate absorption (Barnard et al. 1998; Babin et al. 2003a; Stramski et al. 2007). Particulate absorption influences the particulate scattering properties in a complicated way (Bricaud and Morel 1986; Morel and Bricaud 1986), so that there is currently no model to realistically reproduce the \( b_p(\lambda) \) spectral variations in the visible region. Boss et al. (2001b) assumed that spectral variations of the particulate attenuation coefficient \( c_p(\lambda) = b_p(\lambda) + a_p(\lambda) \), with \( a_p \) the particulate absorption coefficient) can be represented as a power-law function. This implies that the departure of \( b_p(\lambda) \) from a smooth power-law function is simply compensated by the particulate absorption coefficient, \( a_p(\lambda) \), which is not valid according to the Mie theory (Morel and Bricaud 1981) but may be appropriate in practice (Boss et al. 2001b). But Doxaran et al. (2007)
found the spectral slope of \( b_p(\lambda) \) in the near IR and that of \( c_p(\lambda) \) in the visible to be significantly different, which suggests that the decrease of \( b_p(\lambda) \) in the visible, due to particulate absorption effects, is not simply equal to \( a_p(\lambda) \).

In this study, we examine how light absorption by particles affects the shape of the \( b_p(\lambda) \) spectrum. The difference observed between the spectral variations of \( b_p(\lambda) \) in the near-IR and visible regions is used as a reference for the departure of \( b_p(\lambda) \) from a power-law function (see Fig. 1 for illustration). We first apply Mie theory to quantify the absorption effects as a function of the complex refractive index of particles and of the particle size distribution, under simplifying assumptions. From these simulations, an empirical model is developed to produce realistic \( b_p(\lambda) \) spectra from the visible to the near-IR range that accounts for particle absorption and size. This new \( b_p \) spectral model is then validated using in situ \( a_p(\lambda) \) and \( b_p(\lambda) \) data collected in several European estuaries and coastal waters.

Theoretical background

Light scattering by a single particle depends on its geometrical cross-section (thus shape and size) and on its refractive index relative to that of the surrounding medium (seawater). The refractive index of particles relative to water can be written as:

\[
m = n - i n'
\]

where \( n \) and \( n' \) are respectively the real and imaginary parts of the refractive index. Typical \( n \) values vary from 1.03 and a theoretical upper limit of 1.158 for organic particles (Morel and Ahn 1990; Aas 1996), depending on hydration, and from 1.07 to 1.22 for various minerals (Lide 2001). Wozniak and Stramski (2004) observed general tendency of increasing \( n \) with increasing density of minerals. Typical values and spectral variations for \( n' \) have been documented by Patterson et al. (1977), Egan and Higelman (1979), and Stramski et al. (2007).

In estuaries and coastal waters directly influenced by river inputs, single-grain mineral particles may either appear as individual particles in water or as aggregates containing water and organic matter. Large estuarine aggregates reaching sizes up to 1000 \( \mu \text{m} \) have been observed using video cameras (Kranck 1984). When considering a population of particles, their concentration (number of particles per unit volume of water sample containing these particles) and size are taken into account through the particle size distribution (PSD) (Jonasz and Fournier 2007). Different functions can be used to fit actual PSDs, such as exponential, log-normal, phi-normal, or hyperbolic distributions. In natural waters, the size distribution of suspended particles is often assumed to follow a simple power-law function, also called Junge size distribution (Bader 1970):

\[
N(D) = KD^{-j}
\]

where \( N \) is the number of particles of diameter \( D \) per cubic meter and per micrometer, \( K \) sets the concentration of particles, and \( j \), often called Junge exponent, is the slope of the distribution. This exponent varies around a mean value of 4 and typically from 2.5 to 5 (Jonasz and Fournier 2007). For a fixed number of particles, the proportion of small particles increases when the exponent \( j \) increases. The use of Junge distributions for marine particles has been criticized (Risovic 2002; Stavn and Keen 2004; Chami et al. 2006). Although some field measurements carried out in coastal waters suggest PSDs close to a power-law distribution (Boss et al. 2001a), others reveal significant features at any size range on top of a power-law PSD (Bale and Morris 1987; Eisma et al. 1991; Bernard et al. 2001). Note also that current particle-sizing techniques for discrete and in situ sampling, such as the resistive particle-counting technique (e.g., Coulter counter) or laser diffraction (e.g., the LISST series, Sequoia Scientific), are typically limited to the range 1–200 \( \mu \text{m} \) (Agrawal and Pottsmith 2000). Apart for a few measurements reported by Stramski and Wozniak (2005) (see their figs. 1, 2), there is currently a lack of information concerning the finest fraction of particles (\(<1 \mu \text{m}\) which, especially when it is mineral, contributes significantly to light scattering (see fig. 4a in Babin et al. 2003a).

Mie theory can be used to compute the optical properties of particles that are assumed homogeneous and spherical. Mie computations notably provide the efficiency factors for light scattering (\( Q_s \) and \( Q_a \)). The corresponding coefficients are then obtained by integration over the size distribution:

\[
b_p(\lambda) = \left( \frac{\pi}{4} \right) \int_{D_{\text{min}}}^{D_{\text{max}}} \frac{N(D)Q_s(\lambda, D, m)D^2 dD}{D}
\]

\[
a_p(\lambda) = \left( \frac{\pi}{4} \right) \int_{D_{\text{min}}}^{D_{\text{max}}} \frac{N(D)Q_a(\lambda, D, m)D^2 dD}{D}
\]

where \( \lambda \) is the wavelength of light, whereas the minimum and maximum diameters, \( D_{\text{min}} \) and \( D_{\text{max}} \), define the size interval. Theoretically, the spectral variations of \( b_p \) in the case of nonabsorbing and homogeneous particles distrib-
uted in size according to Eq. 2 with \( D_{\text{min}} \) and \( D_{\text{max}} \) respectively equal to 0 and infinity, can be written:

\[
b_p(\lambda) = A\lambda^{-\gamma} \quad (4)
\]

The exponent of this power law, \( \gamma \), also called scattering spectral slope, is then simply related to the slope of the PSD, \( j \), through (Morel 1973):

\[
\gamma = j - 3 \quad (5)
\]

To verify Eq. 5 with the Mie theory, the actual limits \( D_{\text{min}} \) and \( D_{\text{max}} \) chosen for calculations in Eq. 3 must be small and large enough, respectively, to account for most of particle scattering at all wavelengths (Morel 1973; Boss et al. 2001b). This condition also applies to \( a_p(\lambda) \) calculations for the sake of obtaining results independent of \( D_{\text{min}} \) and \( D_{\text{max}} \).

Equations 4 and 5 are no longer valid in the case of absorbing particles \( (n' > 0) \). To understand the influence of particle absorption on \( b_p(\lambda) \), the effect of \( n' \) variations both on the real and imaginary parts of \( m \) must be considered. The former phenomenon can be explained and modeled according to the Ketteler–Helmhotz theory of anomalous dispersion (Bricaud and Morel 1986). It is significant in the vicinity of absorption bands such as the major ones observed on phytoplankton cells in the blue and red parts of the spectrum. In the case of detrital and mineral marine particles for which the absorption coefficient generally varies smoothly with wavelength, variations in \( n \) resulting from anomalous dispersion are negligible. The effect of absorption on \( b_p(\lambda) \) through the contribution of \( n' \) to \( m \), which is certainly much more important than the effect of anomalous dispersion even for phytoplankton, is accounted for by the Mie theory and expressed in the computed efficiency factors (Morel and Bricaud 1986). Typical \( b_p(\lambda) \) spectra for phytoplankton cultures and phytoplankton-rich natural waters exhibit troughs at wavelengths corresponding to major peaks in the particle absorption spectrum (Bricaud et al. 1988; Babin et al. 2003a; Snyder et al. 2008). In the case of nonalgal particles found in coastal waters, the \( b_p(\lambda) \) spectrum often depicts a decreasing trend at short wavelengths of the blue range (e.g., Fig. 1 and Babin et al. 2003a).

Methods

**Field measurements**—Field measurements were carried out using an absorption and attenuation meter (ac-9, WetLabs) designed with three visible (440, 555, and 630 nm) and six near-IR (715, 730, 750, 767, 820, and 870 nm) spectral channels, and a short path length (10 cm) appropriate for turbid coastal waters.

Measurements were carried out in different European estuarine and coastal waters (Table 1 and Fig. 2). The data set generated by Doxaran et al. (2007), from measurements carried out in the Tamar (southwest England), Elbe (north Germany), and Gironde (France) estuaries, is used in this study. Additional measurements were carried out in the Bristol Channel in August 2006 (23 stations), southern North Sea in September 2006 (19 stations) then July 2007 (19 stations), and northern Baltic Sea in August 2007 (47 stations). The ac-9 sensor was preferably used on the bench just after collecting about 10 liters of water within the surface layer (0–1 m depth). The water sample that passed through the absorption and attenuation tubes was used for further analyses (see paragraphs hereafter).

The ac-9 data were recorded during at least 1 min and averaged to obtain the mean attenuation and absorption spectra for each station. Temperature and salinity were measured simultaneously using a hand thermometer (Hanna Instruments, accuracy: 0.3 °C) and a SeaBird SBE-25 sensor, respectively. The ac-9 sensor was rinsed after each measurement and calibrated with Milli-Q water every day to obtain a reference signal and verify the instrument stability.

Temperature and salinity corrections were applied according to standard protocols (Pegau et al. 1997; Sullivan et al. 2006), using temperature correction factors provided by Langford et al. (2001) for the near IR. The “proportional” method was used to correct for residual scattering effects on absorption measurements (Zaneveld et al. 1994). The wavelength 870 nm was used as the reference wavelength where particulate absorption was assumed to be negligible. This assumption is supported by recent measurements obtained with accurate absorption instrumentation having very small scattering error (Babin and Stramski 2004; Stramski et al. 2004, 2007). In the near-IR region (750–850 nm), these studies conclude that absorption by mineral-rich particles is either undetectable or in any case less than 10% of the 400-nm signal. Because of the correction applied to our measurements, light absorption by particles could be recorded between 715 and 870 nm. However, on the basis on Monte Carlo simulations (E. Leymarie unpubl.), the absorption signal recorded by the ac-9 sensor in this near-IR spectral region could result from imperfect correction for residual scattering effects. The particulate scattering coefficient \( b_p(\lambda) \) was finally calculated as:

\[
b_p(\lambda) = (a_t[z] - c_t[w]) - (a_w[z] - a_t[w]) \quad (6)
\]

where \( a \) and \( c \) (in m\(^{-1}\)) are respectively the absorption and attenuation coefficients and subscripts \( t \) and \( w \) stand for total and pure water (the ac-9 output values are related to a specific reference medium that is pure water). Errors associated to beam attenuation or \( b_p \) measurements when using an ac-9 sensor (10-cm path length) in highly scattering marine environments have been estimated by Piskozub et al. (2004). On the basis of Monte Carlo simulations, these authors showed that errors on \( b_p \) only increase from about 18% to 25% when \( b_p \) increases from 0.1 to 100 m\(^{-1}\). This is explained by imperfect corrections for forward scattering, whereas errors due to multiple scattering remain limited. On the basis of similar Monte Carlo simulations, E. Leymarie (unpubl.) confirmed these results in the near-IR part of the spectrum and demonstrated that an error associated with the \( b_p \) spectral slope measured using an ac-9 device is lower than 5%.

To measure the absorption coefficient of colored dissolved organic matter \( (a_{\text{CDOM}}, \text{in m}^{-1}) \), 1 liter of the
water sample exiting the ac-9 was filtered through Whatman Anodisc filters (pore size 0.2 μm). The $a_{\text{CDOM}}$ coefficient was measured between 350 and 750 nm using a spectrophotometer (PerkinElmer Lambda 2) equipped with a 10-cm cuvette, or using the reflective (absorption) tube of the ac-9 sensor. In this latter case, the tube was rinsed twice with Milli-Q water, then once with the filtrate, and filled with the filtrate. The absorption signal of the filtrate was measured, providing $a_{\text{CDOM}}(\lambda)$ after applying corrections for temperature and salinity. The absorption coefficient of suspended particles ($a_{\text{p}}(\lambda)$) was finally calculated as the difference:

$$a_{\text{p}}(\lambda) = a(\lambda) - a_{\text{CDOM}}(\lambda)$$

where $a$ is the difference between the total absorption and pure water absorption coefficients.

To determine the concentration of suspended particulate matter ($\text{SPM}_{i}$, in g m$^{-3}$), a known volume of the surface water sample was filtered through preweighed Whatman GF/F filters. Filters stored at $-80^\circ$C were then dried 24 h at $65^\circ$C to obtain the dry weight (Van Der Linde 1998). Filters were finally burned 4 h at 450°C to obtain the dry weight of nonorganic particles.

Several PSD measurements were carried out in the Tamar estuary in 2005, not coincidently with the ac-9 data. These measurements were made on surface water samples analyzed in the laboratory less than 6 h after collection, using a Coulter counter or a Malvern Mastersizer X. A high determination coefficient ($R^2 > 0.98$) was systematically obtained when Eq. 2 was fitted to the measured PSD (Fig. 3). The exponent of the fitted Junge distribution typically varied between 3.2 and 4.5.

Mie calculations—The particulate scattering and absorption efficiency factors ($Q_s$ and $Q_a$) were computed using the code developed by Bohren and Huffman (1983). The PSDs were assumed to follow a Junge distribution (Eq. 2) with a slope ($j$) ranging from 3.4 to 5 to reproduce PSDs with proportions of coarse and fine particles likely to be present in the marine environment. The assumption of a Junge distribution was also supported by the measurements carried out in the Tamar estuary (Fig. 3). Particle diameters were varied within the size interval $D_{\text{min}}$ to $D_{\text{max}}$ with a $D$ increasing logarithmically from $D_{\text{min}}$ to $D_{\text{max}}$. The real part of the refractive index, $n$, was varied between 1.18 (typical of mineral particles) and 1.05 (typical of biogenic particles or aggregates of fine mineral particles with organic matter and high water content). To a first approximation, the imaginary part of the refractive index, $n_9$, is proportional to the product $a_{\text{p}}(\lambda)$ (Morel and Bricaud 1981; Stramski et al. 2007). We forced the spectral variations of $n_9$ to match the measured $a_{\text{p}}(\lambda)$, which typically decreased exponentially from short visible to long near-IR wavelengths, with an exponential slope on the order of 0.013 nm$^{-1}$. The variations of $n_9$ from 440 to 870 nm were accordingly modeled as:

$$n_9(\lambda) = n_9(440) \times \lambda \times \exp(-0.012 \times (\lambda - 440))$$

and $n_9(440)$ was varied from 0 (nonabsorbing particles) to 0.009 (highly absorbing particles). The 0–0.009 range of $n_9(440)$ values is representative for most planktonic and terrigenous mineral-rich particulate matter, but $n_9(440)$ values as high as 0.02 have also been documented (Stramski et al. 2001, 2007).

Table 1. Details on field measurements.

<table>
<thead>
<tr>
<th>Site</th>
<th>Dates</th>
<th>No. of stations</th>
<th>Research vessel and collaborators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamar estuary</td>
<td>20–24 Oct 05</td>
<td>16</td>
<td>RV Catfish (University of Plymouth, United Kingdom)</td>
</tr>
<tr>
<td>Elbe estuary</td>
<td>31 Oct–02 Nov 05</td>
<td>11</td>
<td>Ferry boat (GKSS, Germany)</td>
</tr>
<tr>
<td>Gironde estuary</td>
<td>07–10 Nov 05 and 25–28 Mar 06</td>
<td>38</td>
<td>RV Côte d’Aquitaine (University Bordeaux 1, France)</td>
</tr>
<tr>
<td>North Sea</td>
<td>18–22 Sep 06 and 02–06 Jul 07</td>
<td>19</td>
<td>RV Belgica (MUMM, Belgium)</td>
</tr>
<tr>
<td>Bristol Channel</td>
<td>07–13 Aug 06</td>
<td>23</td>
<td>RV Prince Madog (University of Strathclyde, United Kingdom)</td>
</tr>
<tr>
<td>Baltic Sea</td>
<td>13–24 Aug 07</td>
<td>47</td>
<td>RV Aranda (Finnish Institute of Marine Research, Finland)</td>
</tr>
</tbody>
</table>

Fig. 2. Location of sampling stations in European coastal and estuarine waters.
D, counter (2 Measurements were carried out in laboratory using a Coulter computations are summarized in Table 2. Direct comparison with measurements. Inputs for Mie 555, 630, 715, 730, 750, 767, 820, and 870 nm) to facilitate the visible and near-IR wavelengths of our ac-9 sensor (440, the influence of changing suspended particle volume (or fixed to the same value in all computations. This removed the total volume of particles per volume of water was set to constant values of 0.02 m and 600 m). A power-law function (Eq. 2) was fitted to each measurement.

The total volume of particles per volume of water was fixed to the same value in all computations. This removed the influence of changing suspended particle volume (or mass) concentration in water. Computations were made for the visible and near-IR wavelengths of our ac-9 sensor (440, 555, 630, 715, 730, 750, 767, 820, and 870 nm) to facilitate direct comparison with measurements. Inputs for Mie computations are summarized in Table 2.

The final step was to select the appropriate size range $D_{\min} - D_{\max}$ to capture almost entirely the quantity $b_p(\lambda)$ in Eq. 3 when taking into account the variations of $\lambda$, $m$, and $j$. To capture the contributions of both small and coarse particles independently of the $j$ exponent, $D_{\max}$ and $D_{\max}$ were set to constant values of 0.02 m and 600 m, respectively. This size range, slightly wider than the range of 0.05–500 m considered by Woźniak and Stramski (2004), who modeled the optical properties of mineral particles suspended in seawater, remained unchanged through all calculations.

Results

Analysis of the data set—Surface SPM concentrations measured in the various study areas cover a wide range, 1–345 g m$^{-3}$ (Table 3). The highest concentrations were found in the Gironde and Elbe estuaries, due to the presence of maximum turbidity zones. Generally lower concentrations were measured in the Tamar estuary, North Sea, and Bristol Channel, where the data set includes stations in more open coastal waters. The minimum SPM concentrations were found in the Baltic Sea. Low and stable particulate organic contents were observed in the Gironde and Elbe estuaries (around 10% of the total mass of suspended matter), due to direct river inputs of mineral particles trapped in the maximum turbidity zones (Table 3). Higher particulate organic contents and variations were found in the Bristol Channel. The suspended particles in the Tamar estuary showed a rather high organic content (28% of the total mass of suspended matter, on average, and up to 58% in the mouth area). In the Baltic Sea, suspended particles were mainly organic (from 60% to 100% of the total SPM mass). A wide range of suspended particles was therefore sampled and analyzed, so the resulting data set can be assumed to be representative of various coastal waters and types of particles of coastal origin.

For a first impression of the optical properties of the particles sampled in the different study areas, we examined the variations of the particulate single-scattering albedo $\sigma_p(\lambda)$ defined as the ratio $b_p(\lambda):c_p(\lambda)$ where $b_p$ and $c_p$ (in m$^{-1}$) are respectively the particulate scattering and attenuation coefficients. Results are presented at 440 nm where particulate absorption and scattering properties are both significant (Fig. 4). The particles sampled in the Elbe and Gironde waters, but also in the coastal waters of the North Sea, were highly scattering, with $\sigma_p(440)$ values higher than 0.8 and even close to 1. The particles found in the Tamar, Bristol Channel, and Baltic Sea waters, but also in the North Sea away from the coasts, proved to be less specific, with $\sigma_p(440)$ values varying in the range 0.7–1, i.e., predominantly scattering particles with significant absorption properties. The full data set covers a rather wide range of particulate absorption and scattering properties that are typical of turbid coastal waters. A similar though wider range of $\sigma_p(440)$ values (0.6–1) is obtained with our Mie computations.

To highlight the variability in spectral variations of the $b_p(\lambda)$ spectrum observed in the different sampled areas, the measured $b_p$ spectra are normalized at 870 nm (Fig. 5). In the near IR, independently of the study area, rather smooth spectral variations are systematically observed. The steepest spectral variations are observed in the Tamar estuary and Baltic Sea ($b_p$ values smoothly increasing from near IR to short visible wavelengths). A wider range of spectral variations is found in the Gironde and Elbe estuaries: steep variations as in the Tamar, but also rather flat spectra with sometimes decreasing $b_p$ values at short visible wavelengths. This decrease of $b_p$ at short visible wavelengths is highly pronounced on the North Sea and Bristol Channel data where a discontinuity is systematically observed at 440 nm. This wavelength corresponds to strong light absorption by both phytoplankton and nonalgal particles. This decrease of $b_p$ values at visible wavelengths corresponding to high particulate absorption was previously observed in field and laboratory data (Babin et al. 2003a; Stramski et al. 2007). A similar decrease was also documented by Snyder et al. (2008) (see their fig. 2), who

Table 2. Inputs for Mie calculations.

| $n_a$ (independent of $\lambda$) | 1.34 (seawater refractive index) |
| $n$ (independent of $\lambda$) | 1.05 and 1.18 |
| $n'$ at 440 nm (Eq. 8) | 0, 0.001, 0.002, 0.004, 0.006, 0.009 |
| $D_{\min}$ and $D_{\max}$ (nm) | 0.02 and 600 |
| $j$ (Eq. 2) | 3.4, 3.6, 3.8, 4.0, 4.5, 5.0 |
| $\lambda$ (nm) | 440, 555, 630, 715, 730, 750, 767, 820, 870 |
even obtained a negative $\gamma$ slope when fitting Eq. 4 to their $b_p$ measurements. In our $b_p$ values extended to the near IR, artifacts are sometimes observed between 730 and 750 nm, where light absorption by pure water is highly sensitive to water temperature (Langford et al. 2001; Sullivan et al. 2006) (see the spectra measured in the North Sea and Bristol Channel on Fig. 5).

The mass-specific particulate scattering coefficient ($b_p^\omega$ in m² g⁻¹) is defined as the particulate scattering coefficient per unit of SPM concentration. At 555 nm, $b_p^\omega(555)$ exhibits significant region-to-region variations (0.35–0.57 m² g⁻¹) around a mean value of 0.43 m² g⁻¹ (Table 4). The highest $b_p^\omega(555)$ values are observed in the Tamar, with strong local variations. These $b_p^\omega$ variations may be related to the variations of the particulate organic content observed in this area (Table 3). Rather similar mean $b_p^\omega(555)$ values (around 0.40 m² g⁻¹) are observed in the other study areas. These values are rather stable in the Elbe, Gironde, Baltic Sea, and North Sea. In contrast, important variations are found in the Bristol Channel, where significant variations of the particulate organic content are observed (Table 3). Overall and site by site, similar variations and slightly lower values of $b_p^\omega$ are obtained at 715 nm. The mean $b_p^\omega(715)$ values are typically 0.32 ± 0.04 m² g⁻¹, excluding the Tamar data set. Globally our values are concordant with those reported by Babin et al. (2003a) for various European coastal waters (mean $b_p^\omega(555)$ values of 0.51 and 0.56 m² g⁻¹ for their entire and channel data sets, respectively).

A similar analysis is made concerning the mass-specific particulate absorption coefficient ($a_p^\omega[\lambda]$ in m² g⁻¹), i.e., the particulate absorption coefficient per unit of SPM concentration. Strong region-to-region and regional variations are observed (Table 5). Typical variations at 440 nm, e.g., from 0.041 (North Sea) to 0.058 m² g⁻¹ (Elbe), are in the range documented by Babin et al. (2003b) or McKe and Cunningham (2006) for nonalgal particles in European coastal waters (0.033–0.067 m² g⁻¹ at 443 nm). Higher $a_p^\omega(440)$ values are observed in the Tamar and Baltic Sea (mean value of 0.088 m² g⁻¹), where particles were predominantly organic. Such values are higher than those previously documented by Babin et al. (2003b) in the southern Baltic Sea, but still lower than those measured by Dall’Olmo and Gitelson (2005) in highly productive lake waters.

Spectral slope of the particulate scattering coefficient in the near IR—We first analyze the spectral slope of the particulate scattering coefficient in the near-IR (715–870 nm) region. The spectral dependence of $b_p(\lambda)$ is fitted to the power law (Eq. 4):

$$b_p(\lambda) = b_p(715)(\lambda/715)^{-\gamma} \quad (9)$$

The scattering spectral slope $\gamma$ is retrieved by minimizing the sum of the squared differences between the modeled (Eq. 9) and measured $b_p(\lambda)$ values. Only the near-IR 715-, 730-, 750-, 767-, 820-, and 870-nm wavelengths are considered, and $\gamma$ is allowed to vary in a wide range, −1–2.

The results show the validity of Eq. 9, which fits the measured $b_p$ spectra with a determination coefficient ($R^2$) higher than 0.95 in all the study areas. For comparison, Doxaran et al. (2007) obtained a mean $R^2$ coefficient of 0.99 when only estuaries were considered. A wide range of $\gamma$ spectral slope is observed in the North Sea, Bristol Channel, and Baltic Sea (0.35–1.10, 0.10–1.20, and 0.40–1.30, respectively). On the basis of Eqs. 2, 4, and 5, this could result from either change in the slope of the PSD represented by a Junge distribution or alternatively a significant deviation from a Junge size distribution.

The variations of $\gamma$ are analyzed as a function of water turbidity (here $b_p(715)$ is used as a proxy) (Fig. 6). Results show a trend between $\gamma$ and the level of light scattering or, equivalently, the concentration of suspended particles. The $\gamma$ values encountered in highly turbid estuarine waters ($b_p(715) > 10$ m⁻¹) vary around a mean value of 0.4 ± 0.3 (Gironde, Elbe). In moderately turbid waters (1 < $b_p(715)$ < 10 m⁻¹), wide variations in $\gamma$ are observed (0.6 ± 0.5), which suggests differences in PSDs between the Bristol Channel, North Sea, and Tamar, respectively. These results are consistent with previous observations (Doxaran et al. 2007). In the clearest waters sampled ($b_p(715) < 1$ m⁻¹), the $\gamma$ slope clearly increases with decreasing turbidity but also with increasing water depth for the Bristol Channel, North Sea, and Baltic Sea (not shown). This might be related to the settling of coarse mineral particles close to their sources (river mouths and mud banks along the coast), or it could be that mineral particles did not completely dominate the scattering signal in surface waters for deeper stations. On the basis of available observations, water turbidity appears as the predominant factor with which $\gamma$ covaries.

How different are the particulate scattering spectral slopes in the visible and near IR?—Mie computations are first used

---

**Table 3.** Site-by-site minimum, maximum, average, and standard deviation (SD) of the measured SPM concentration (in g m⁻³) and mass ratio of organic to dry particulate matter (SPMorg:SPM, in percentage).

<table>
<thead>
<tr>
<th>Region</th>
<th>$n$</th>
<th>Min.</th>
<th>Max.</th>
<th>Average</th>
<th>SD</th>
<th>Min.</th>
<th>Max.</th>
<th>Average</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamar</td>
<td>16</td>
<td>4.0</td>
<td>47.1</td>
<td>17.6</td>
<td>12.6</td>
<td>8.8</td>
<td>57.6</td>
<td>27.9</td>
<td>11.6</td>
</tr>
<tr>
<td>Elbe</td>
<td>11</td>
<td>73.5</td>
<td>294.2</td>
<td>166.4</td>
<td>67.5</td>
<td>9.2</td>
<td>12.0</td>
<td>10.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Gironde</td>
<td>38</td>
<td>21.9</td>
<td>344.1</td>
<td>141.4</td>
<td>83.0</td>
<td>5.8</td>
<td>13.4</td>
<td>9.5</td>
<td>2.3</td>
</tr>
<tr>
<td>North Sea</td>
<td>19</td>
<td>0.8</td>
<td>36.5</td>
<td>11.5</td>
<td>11.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bristol Channel</td>
<td>23</td>
<td>2.8</td>
<td>77.2</td>
<td>13.0</td>
<td>18.5</td>
<td>5.2</td>
<td>28.9</td>
<td>15.2</td>
<td>6.7</td>
</tr>
<tr>
<td>Baltic Sea</td>
<td>47</td>
<td>0.9</td>
<td>4.3</td>
<td>2.1</td>
<td>0.8</td>
<td>59.0</td>
<td>99.6</td>
<td>93.3</td>
<td>10.4</td>
</tr>
</tbody>
</table>
to assess the differences between the near-IR and visible $b_p$ spectral slopes in the case of nonabsorbing particles, then in the case of particles increasingly absorbing light toward short visible wavelengths (using Eq. 8 to generate $n'$). Visible wavelengths where light absorption by particles is low are first considered (i.e., the wavelength 440 nm is avoided). The $\gamma$ spectral slope (Eq. 9) is calculated within the visible (555, 630, and 715 nm) and near-IR (715, 730, 750, 767, 820, and 870 nm) spectral domains. Several important remarks can be made on the basis of results obtained (Fig. 7).

First and as expected, the $\gamma$ spectral slope is the same in the visible and near IR when the particles are nonabsorbing (Fig. 7). In this case, the $\gamma$ spectral slope is only related to the PSD according to Eq. 5. The range $D_{\text{min}} - D_{\text{max}}$ was therefore appropriately selected so that the integral (Eq. 3) captured almost entirely the quantity $b_p(\lambda)$. Actually, the $\gamma$ spectral slope calculated for a $j$ value of 3.4 is slightly higher than 0.4 when $n$ is 1.18 (4.1) and even higher when $n$ is 1.05 (4.15). For such a size distribution, the contribution to light scattering of particles with a diameter of 600 $\mu$m is still significant and $D_{\text{max}}$ should be set above this value. The Mie code used in this study does not allow it, as the particle diameter becomes too high compared with the wavelength of light. However, this very slight underestimation of light scattering by coarse particles has a negligible effect on our analyses and interpretation.

As particles increasingly absorb light, the $\gamma$ slope decreases significantly in the visible and rather slightly in the near IR, so that the scattering slopes in the visible and near IR differ (Fig. 7). This simply results from the spectral variations selected for $n'$, i.e., increasing values toward short visible wavelengths (Eq. 8), as previously observed on the basis of Mie calculations (see fig. 4e,f in Woźniak and Stramski 2004). Another important point is that particulate

![Fig. 4. Site-by-site and overall histogram plots of the particulate single-scattering albedo $\omega_{\text{p}}(440) = (b_p : [a_p + b_p])(440)$, $a_p$ and $b_p$ (in m$$^{-1}$$) being respectively the particulate absorption and scattering coefficients.](image-url)
absorption effects on scattering decrease when \( j \) increases, i.e., when the proportion of fine particles grows. The explanation is related to the interplay of variations in both \( Q_a \) and \( Q_b \) with particle size (here the particle diameter, \( D \)) (Morel and Bricaud 1981). At a fixed wavelength and for a given value of the particle refractive index, as \( D \) increases, \( Q_a \) increases gradually from almost 0 to 1 while \( Q_b \) first increases and remains higher than \( Q_a \), reaches a maximum value, then oscillates and converges toward the value of 1 (equal to \( Q_a \)). When the value of the slope \( j \) is higher than 4.0 and even close to 5.0 (high proportion of fine particles), the size range of submicrometric particles little influenced by absorption effects (low \( Q_a \)) mainly contributes to the scattering coefficient \( b_p \). By opposition, when the proportion of coarse particles increases (decreasing \( j \) values), mid-size particles (\( D > 1 \mu m \)) directly influenced by absorption effects (\( Q_a \) increasing toward 1) mainly contribute to the particle-scattering coefficient. This explains why particulate absorption effects on particulate scattering decrease with decreasing particle size.

Table 4. Global and site-by-site statistics of the mass-specific particulate scattering coefficient, i.e., the \( b_p(\lambda) \): SPM ratio (m² g⁻¹). Averages and standard deviations (SD) are presented at two wavelengths.

<table>
<thead>
<tr>
<th>Region</th>
<th>555 nm Average (m² g⁻¹)</th>
<th>555 nm SD</th>
<th>715 nm Average (m² g⁻¹)</th>
<th>715 nm SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamar</td>
<td>0.57</td>
<td>0.11</td>
<td>0.47</td>
<td>0.10</td>
</tr>
<tr>
<td>Elbe</td>
<td>0.41</td>
<td>0.06</td>
<td>0.38</td>
<td>0.06</td>
</tr>
<tr>
<td>Gironde</td>
<td>0.39</td>
<td>0.11</td>
<td>0.36</td>
<td>0.09</td>
</tr>
<tr>
<td>North Sea</td>
<td>0.35</td>
<td>0.08</td>
<td>0.31</td>
<td>0.08</td>
</tr>
<tr>
<td>Bristol Channel</td>
<td>0.38</td>
<td>0.17</td>
<td>0.35</td>
<td>0.13</td>
</tr>
<tr>
<td>Baltic Sea</td>
<td>0.41</td>
<td>0.09</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td>All</td>
<td>0.43</td>
<td>0.17</td>
<td>0.37</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Fig. 5. Typical site-by-site measured \( b_p \) spectra (normalized at 870 nm).
Finally, particulate absorption effects on scattering significantly increase with decreasing values of \( n \). This is related to the variations of both \( Q_a \) and \( Q_b \) with respect to the particle diameter. As \( n \) varies from 1.18 to 1.05, the maximum efficiency for light scattering shifts significantly toward coarse particles, which are more affected by particulate absorption (high \( Q_a \) values). Light scattering by mineral particles \((n = 1.18)\) is therefore less influenced by particulate absorption than particles with a low refractive index (e.g., \( n = 1.05 \)).

As light absorption by marine particles is low and almost negligible in the near IR, it can be concluded that Eq. 4 is robust in this spectral domain. Eq. 4 may also be approximately valid in the visible region for fine particles even if they significantly absorb light. However, departure from Eq. 4 systematically occurs in the visible in the case of coarse absorbing particles. This departure is even more significant if particles have a real refractive index close to 1.

Field data are finally used to compare the \( \gamma \) spectral slopes of \( b_p \) in the visible (555, 630, and 715 nm) and near-IR (715, 730, 750, 767, 820, and 870 nm) spectral domains (as in Fig. 7 for Mie computations). Equation 9 was fitted using the \( b_p \) values measured at 555, 630, and 715 nm and the determination coefficient was systematically higher than 0.90. Equation 9 was thus also appropriate in this visible spectral range for the selected wavelengths. The results obtained indicate that the \( \gamma \) spectral slope is typically lower in the visible than in the near IR (Fig. 8). The points are scattered under the 1:1 relationship, with some regional differences, but globally the relationship obtained is linear, with a slope close to 1 and a significant intercept of \(-0.0923\). The observed relative differences between the near-IR and visible \( b_p \) spectral slopes remain limited in the case of high near-IR \( \gamma \) values (i.e., predominantly fine particles) but greatly increase in the case of low near-IR \( \gamma \) values (i.e., predominantly coarse particles). This was
expected from Mie computations (Fig. 7). The overall relationship obtained from field data may be used to estimate the near-IR γ slope from historical \( b_p \) measurements made for visible wavelengths.

On the basis of these first results, we conclude that particulate absorption effects on the scattering are always significant in the visible, even when wavelengths associated with high particulate absorption are avoided. A unique power-law function (e.g., Eq. 9) cannot be used to model the \( b_p \) spectral variations from the near IR toward the visible (Eck et al. 1999). Further investigations are needed concerning these particulate absorption effects to propose an improved model of the \( b_p(\lambda) \) spectrum in the visible.

**New approach for modeling the particulate light-scattering coefficient in the visible region**—In this section, the particulate scattering coefficient of nonabsorbing particles is denoted \( b_{pna} \). The \( b_{pna} \) values are obtained by assuming that measured near-IR \( b_p \) values effectively represent \( b_{pna} \) at these wavelengths and Eq. 9 can be used to extrapolate to visible wavelengths. The particulate scattering coefficient of absorbing particles is denoted by \( b_p \), and the difference from Eq. 9 due to absorption effects is written (see Fig. 1):

\[
\Delta b_p(\lambda) = b_{pna}(\lambda) - b_p(\lambda) = f(a_p) \tag{10}
\]

On the basis of field data, we first examine the difference between \( b_p \) and \( b_{pna} \) at the shortest visible wavelength available (440 nm). At this wavelength, particulate absorption was observed to be at a maximum (see Table 5), so that the particulate absorption effects on \( b_p \) were also expected to be at a maximum. The ratio \( \Delta b_p/b_{pna} \) at 440 nm, expressed in percentage, was therefore used to quantify the departure of \( b_p \) from \( b_{pna} \), i.e., to quantify the errors that can be committed when using a power-law function to model the spectral variations of \( b_p \) in the visible. The results clearly show a significant departure, in a range varying from 1% to 35%, that slightly increases with decreasing values of the \( b_p \) near-IR spectral slope (Fig. 9). The mean departure varies from one region to another and is higher than 10% for the overall data set.

Our previous results (e.g., Fig. 7) suggest that the difference \( \Delta b_p \) covaries with the particulate absorption coefficient \( (a_p) \) but also depends on the particle size distribution and composition (i.e., the real part of the refractive index, \( n \)). The Mie computations are used to express \( \Delta b_p \) as a function of \( a_p \) for different PSD and real refractive indices of the particles. The same size intervals \( (D_{min}, D_{max}) \) are used to compute \( b_p \) (Eq. 3) and \( a_p \) (Eq. 3'). All the visible but also near-IR wavelengths are considered. Results (Fig. 10) are presented separately for each PSD (Junge-type PSD with a slope \( j \) of 3.4, 3.6, 3.8, 4.0, and 5.0, and \( n \) values of 1.05 and 1.18). Note that \( a_p \) typically increases with increasing \( j \) value, i.e., with the proportion of fine particles. This is due to the packaging effect (Morel and Bricaud 1981). Note also that \( \Delta b_p \) increases when \( j \) varies from 3.4 to 4.0, then decreases when \( j \) varies from 4.0 to 5.0, which is due to the variations of \( b_p \) with \( j \) (for a constant volume or mass of particles following a Junge size distribution, the magnitude of \( b_p \) is maximum when \( j \) is equal to 4.0). A linear relationship with a null intercept is systematically obtained between \( \Delta b_p \) and \( a_p \) for a given set of \( j \) and \( n \) values. For a high proportion of coarse particles \( (j = 3.4) \), the difference \( \Delta b_p \) is almost equal to \( a_p \), almost independently of the wavelength and \( n \). As the proportion of fine particles increases \( (j \approx 3.6) \), \( \Delta b_p \) becomes progressively lower than \( a_p \) and the influence of \( n \) on the relationship between \( \Delta b_p \) and \( a_p \) is more significant. The difference \( \Delta b_p \) finally becomes almost negligible when the proportion of very fine particles is maximum \( (j = 5.0) \). Light scattering by small particles is therefore little affected by particulate absorption.

To determine whether these results are still valid when phytoplankton particles dominate, we carried out additional Mie calculations. We used as inputs typical values of phytoplankton refractive index (Stramski et al. 2001): \( n = 1.05 \); \( n'(440) = 0.0026 \), \( n'(675) = 0.002 \), and the spectral variations of \( n'(\lambda) \) shown by Babin et al. (2003a) (see their Fig. 8). We also considered additional wavelengths (412, 490, and 676 nm) to reproduce the complex spectral variations of phytoplankton pigments. Phytoplankton particles were first assumed to follow a Junge-type size distribution. The results obtained (Fig. 10B) confirm that \( \Delta b_p \) still varies as a function of \( a_p \), following a linear relationship with null intercept. As long as the PSD is hyperbolic (Junge law) and independently of the spectral variations of \( a_p \), the slope of this linear relationship mainly depends on the Junge exponent, i.e., the proportions of small and large particles.

A more realistic case of mixed populations of marine detrital and phytoplankton particles was then considered. Detrital particles \( (n = 1.05 \) and \( n'(\lambda) = 0.007954 \ exp[ -0.007186 \ \lambda ] \), on the basis of Woźniak and Stramski (2004) were assumed to follow a Junge-type size distribu-
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Fig. 9. Plot of the measured ($\Delta b_p : b_{pna}$)(440) ratio, expressed in percentage, as a function of the $b_p(715–870$ nm) spectral slope. The $b_{pna}(440)$ value was obtained when applying a power-law function (Eq. 4) using the measured $b_p(870)$ value and $b_p(715–870$ nm) spectral slope.

Another preliminary conclusion is that the effects of particulate absorption can be easily modeled, as $b_p(\lambda) \approx b_{pna}(\lambda) - a_p(\lambda)$, when the proportion of coarse particles is high enough (e.g., a Junge-type PSD with a slope $j$ of 3.4). But overall, these absorption effects are a complex function of $a_p$, $n$, and the PSD. On the basis of these results, the modeling of $b_p(\lambda)$ in the visible spectral domain is necessarily complex as it should take into account the particle size distribution and composition. At this stage, the difference $\Delta b_p$ can simply be written as:

$$\Delta b_p(\lambda) \leq a_p(\lambda) \quad (11)$$

As the ratio ($\Delta b_p : a_p$) is a constant for a given set of $j$ and $n$ values (Fig. 10), ($\Delta b_p : a_p$) can be plotted as a function of $j$ (or $\gamma$ according to Eq. 5) for different $n$ values. Such a plot is presented in Fig. 11A for the two extreme $n$ values considered (1.05 and 1.18). A rather narrow envelope is obtained that depicts the decrease of ($\Delta b_p : a_p$) with increasing $\gamma$ values. The width of the envelope is determined by the particle composition, through the $n$ value. The relationship between ($\Delta b_p : a_p$) and $\gamma$ is not linear and can be closely reproduced by using the following equation:

$$\Delta b_p / a_p = 1 - \tanh(0.5 \times \gamma^2) \quad (12)$$

where the 1 and 0.5 constants correspond to a mean value of the real refractive index ($n = 1.10$). These constant values are slightly different for $n$ values of 1.05 or 1.18.

On the basis of the wide range considered for $\gamma$ (0–2), it clearly appears that the simple assumption $\Delta b_p(\lambda) \approx a_p(\lambda)$ systematically overestimates the particulate absorption effects and would result in significant errors when modeling $b_p(\lambda)$.

To test whether our field data fit these theoretical results, the measured near-IR $b_p$ coefficients are assumed to represent the case of nonabsorbing particles. Equation 9 is fitted to the $b_p$ values measured between 715 and 870 nm and the fitted function is extrapolated to the whole spectral region considered (440–870 nm) to estimate $b_{pna}(\lambda)$ in the visible. The difference $\Delta b_p$ is then calculated as the difference between the estimated $b_{pna}$ and measured $b_p$ values (see Fig. 1). Only the 440-nm wavelength is considered here to limit the noise due to $a_p$ measurement uncertainties. The measured ($\Delta b_p : a_p$)(440) ratios are plotted as a function of the measured near-IR $\gamma$ slopes, over the theoretical envelope obtained from Mie computations (Fig. 11B). On this plot, only measurements where the near-IR $\gamma$ slope was obtained with a determination coefficient ($R^2$) higher than 0.98 are considered. This removes the influence of inaccurate $b_{pna}$ values, and thus $\Delta b_p$ differences, obtained at 440 nm through extrapolation from the near IR. This still represents more than 85% of the data set. The results obtained are conclusive: most of the measurements are included inside the theoretical envelope and follow the predicted decrease of ($\Delta b_p : a_p$) with increasing $\gamma$ values. Despite the noise due to residual measurement uncertainties, it can be concluded that the assumptions made concerning the PSDs (e.g., Junge size distributions) were acceptable and that particulate absorption effects on particulate scattering can be modeled using Eq. 12, to a first approximation.

To confirm this result and assess the improvement provided by this new $b_p$ spectral model, the departure of $b_p$ from $b_{pna}$ at 440, expressed as ($\Delta b_p : b_{pna}$)(440), in percentage, is re-examined using our field data set. The departures from a simple power-law function initially observed (Figs. 9, 12A) are first compared with the ones obtained when assuming $\Delta b_p = a_p$. In this latter case, the departures are calculated using the ratio ($\Delta b_p : b_{pna}$)(440), i.e., ($b_{pna} - b_p - a_p$):$b_{pna}$ at 440 nm (Fig. 12B). Then the departures are calculated using the ratio ($\Delta b_{pna} : b_{pna}$)(440), i.e., ($b_{pna} - b_p - [1 - \tanh(0.5 \times \gamma^2)] \times a_p$):$b_{pna}$ at 440 nm (Fig. 12C). Again the results are conclusive. When the particulate absorption effects on $b_p(\lambda)$ are ignored, the actual $b_p(440)$ values are overestimated by 11% on average and by up to 35% (Fig. 12A). When the particulate absorption effects are corrected by assuming $\Delta b_p = a_p$, the actual $b_p(440)$ values are underestimated by 5% on average and by up to 31% (Fig. 12B). This simple
Fig. 10. Plot of $\Delta b_0(\lambda)$ as a function of $a_p(\lambda)$, on the basis of Mie calculations. Results are presented for (A) two values of the real refractive index, $n$: 1.05 and 1.18; the imaginary refractive index at 440 nm, $n'(440)$, varies from 0.001 to 0.009, and $n'$ varies spectrally according to Eq. 8, with $440 < \lambda < 870$ nm; the PSDs were modeled using a Junge-type function with a slope $j$ increasing from 3.4 to 5.0. (B) A typical refractive index of phytoplankton: $n = 1.05$; $n'(440) = 0.0026$, $n'(675) = 0.002$ and the spectral variations of $n'(\lambda)$ are those shown by Babin et al. (2003a) (see their fig. 8), with $440 < \lambda < 870$ nm. The PSDs were modeled using a Junge-type function with $j$ slope of 3.4, 3.8, and 5.0. (C) Mixed populations of marine detrital particles ($n = 1.05$ and $n'(\lambda) = 0.007954 \exp[-0.007186 \lambda]$) and phytoplankton (refractive index defined as in [B]), with $4412 < \lambda < 870$ nm. The size distributions of marine detrital particles were modeled using a Junge-type function with $j$ slopes of 3.4 (black diamonds), 3.8 (gray squares), and 5.0 (white triangles). The size distribution of phytoplankton was modeled using a log-normal function (mean diameter of 3 $\mu$m and standard deviation of 1.2 $\mu$m). The detrital and phytoplankton particles represented 90% and 10% of the total volume of particles, respectively.
correction is satisfactory only when the near-IR slope \(\gamma\) is lower than 0.5. Finally, when the correction proposed in Eq. 12 is applied, the relative errors associated with the retrieved \(b_p(440)\) values are always lower than 6% and are 0.30% on average. Moreover, the correction proposed is valid independently of the near-IR slope \(\gamma\) value (Fig. 12C). Note that Eq. 12 was derived from theoretical calculations, independently from our in situ data set. Moreover, Eq. 12 is expected to apply at any visible wavelength (here 440, 555, and 630 nm) were considered in computations) even if it was only validated by field measurements at 440 nm.

Discussion

A simple power-law function (Eq. 9) closely reproduced the near-IR spectral variations of the scattering coefficient of marine particles of coastal origin. This assumption, already verified in turbid estuarine waters (Doxaran et al. 2007), was confirmed here for a wide range of coastal waters. On the basis of available field observations, typical values for the particulate scattering spectral slope in the near IR were: (1) 0.4 ± 0.3 in highly turbid estuarine waters \((b_p(715) > 10 \text{ m}^{-1})\), (2) 0.6 ± 0.5 in moderately turbid waters \((1 < b_p(715) < 10 \text{ m}^{-1})\), and (3) 0.8 ± 0.3 in less turbid waters \((b_p(715) < 1 \text{ m}^{-1})\). This near-IR spectral slope clearly increased from 0.1 to 1.4 as the water turbidity decreased. Its variations were most probably related to changes in the PSD.

On the basis of field measurements, the relationship between the visible and near-IR spectral slopes of the particulate scattering coefficient is linear with a slope close to 1 but a significant intercept of \(-0.0923\) (Fig. 8), provided that wave bands associated with strong particulate absorption are avoided (e.g., 440 nm). In the visible part of the spectrum, particulate absorption effects on scattering properties are systematically significant. In the coastal waters sampled, differences of 10% on average and up to 35% were observed at 440 nm between actual \(b_p\) values and \(b_p\) values modeled using a power-law function fitted on the near-IR wave bands and extrapolated to 440 nm. On the basis of theory and under several simplifying assumptions, the departure of \(b_p(\lambda)\) from a power-law function (Eq. 9) is almost equal to the particulate absorption coefficient \(a_p\) when the particle size distribution presents a high proportion of coarse particles (e.g., particles following a Junge size distribution with an exponent \(j \leq 3.4\)). The decrease of \(b_p(\lambda)\) due to particulate absorption effects becomes a complex function of \(a_p\), the particle size distribution and real part of the refractive index, when the proportion of small particles increases (e.g., particles following a Junge size distribution with an exponent \(j \geq 3.6\)). Small particles are less efficient than coarse ones in terms of light absorption, so that light scattering by submicrometric particles is little affected by particulate absorption. On the basis of Mie scattering calculations, an empirical formulation (Eq. 12) has been established to model the particulate absorption effect on particulate scattering, taking into account the particle size distribution \(a_p(\lambda)\). It was confirmed on the basis of numerous field measurements carried out in various coastal waters. The in situ instrumentation used in our study, with several discrete bands, is not an ideal approach to experimentally address the question of spectral slope of scattering. Ultimately, accurate hyperspectral measurements of both the scattering and absorption from various environments will be needed to fully validate our results. This study allows us to propose a new model to express realistic spectral variations in \(b_p(\lambda)\) from the near-IR to the visible spectral domains:

\[
h_p(\lambda) = b_p(\lambda_{ref}) \times \left(\frac{\lambda}{\lambda_{ref}}\right)^{-\gamma} \times [1 - \tanh(0.5 \times \gamma^2)] \times a_p(\lambda) \tag{13}
\]

with \(\lambda_{ref}\) a reference wavelength and \(\gamma\) the spectral slope of \(b_p\) both in a spectral domain where particulate absorption is almost negligible, i.e., the near IR.

This \(b_p\) spectral model accurately corrects for particulate absorption effects when marine particles follow a Junge size distribution and reproduced field measured \(b_p(\lambda)\) with an error lower than 6%. It should be used to express in a more realistic way the spectral variations of the particle scattering.

Fig. 11. (A) Theoretical variations of \(\Delta b_p : a_p\) as a function of the \(b_p(715–870 \text{ nm})\) spectral slope \(\gamma\). Results were obtained using Mie calculations assuming Junge-type PSDs defined by their exponent \(j\) and for two values of the real refractive index, \(n = 1.05\) and 1.18 (see the text for detailed model inputs). The thick straight line shows the mean regression. (B) Overplot of the \((\Delta b_p : a_p(440))\) values measured in the different study areas.
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